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China’s excess males, sex selective abortion, and one child
policy: analysis of data from 2005 national intercensus
survey

Wei Xing Zhu,1 Li Lu,2 Therese Hesketh3

ABSTRACT

Objectives To elucidate current trends and geographical

patterns in the sex ratio at birth and in the population

aged under 20 in China and to determine the roles played

by sex selective abortion and the one child policy.

Design Analysis of household based cross sectional

population survey done in November 2005.

Setting All of China’s 2861 counties.

Population 1% of the total population, selected to be

broadly representative of the total.

Main outcome measure Sex ratio defined as males per

100 females.

Results 4764512 people under the age of 20 were

included. Overall sex ratios were high across all age

groups and residency types, but they were highest in the

1-4 years age group, peaking at 126 (95% confidence

interval 125 to 126) in rural areas. Six provinces had sex

ratios of over 130 in the 1-4 age group. The sex ratio at

birth was close to normal for first order births but rose

steeply for second order births, especially in rural areas,

where it reached 146 (143 to 149). Nine provinces had

ratios of over 160 for second order births. The highest sex

ratios were seen in provinces that allow rural inhabitants

a second child if the first is a girl. Sex selective abortion

accounts for almost all the excess males. One particular

variant of the one child policy, which allows a second

child if the first is a girl, leads to the highest sex ratios.

Conclusions In 2005males under the age of 20 exceeded

females by more than 32 million in China, and more than

1.1 million excess births of boys occurred. China will see

very high and steadily worsening sex ratios in the

reproductive age group over the next two decades.

Enforcing the existing ban on sex selective abortion could

lead to normalisation of the ratios.

INTRODUCTION

In the absence of intervention, the sex ratio at birth is
consistent across populations at between 103 and 107
boys born for every 100 girls.1 2 Higher early mortal-
ity among boys ensures a ratio of close to 100 in the
reproductive years. However, in many countries,
mainly in South and East Asia, the sex ratio deviates
from this norm because of the tradition of preference

for sons.3 Historically, preference for sons has been
manifest postnatally through female infanticide and
the neglect and abandonment of girls.4 However,
since the early 1980s selection for males prenatally
with ultrasonographic sex determination and sex
selective abortion has been possible. The highest
sex ratios are seen in countries with a combination
of preference for sons, easy access to sex selective
technology, and a low fertility rate.5 In the era of the
one child policy the fact that the problem of excess
males in China seems to outstrip that of all other
countries is perhaps no surprise.6 7

Someof the evidence for this sex imbalance inChina
has been challenged, because accurate population
based figures have been difficult to obtain.8 9 Births
classified as “illegal,” violating the one child policy,
maybe concealed to avoid penalties.10 11Under-report-
ing of births of girls may be more common in this
context.12 13 However, if girls are not reported at
birth, they are likely to filter into the statistics later, as
registration is necessary for immunisation or to start
school.14 Therefore, examining the sex ratio across dif-
ferent age bands provides a more accurate picture.

The objectives of this studywere to elucidate current
trends and geographical patterns in the sex ratio at
birth and in the population under the age of 20 in
China and to explore the role played by sex selective
abortion and the one child policy in the sex imbalance.

METHODS

We analysed data from the intercensus survey of 2005,

which was carried out on a representative 1% of the

total population in November 2005. The survey cov-

ered all of China’s 2861 counties. Only data for the

under 20 age group are reported here.

The major outcome variable is the sex ratio, defined

as males per 100 females. We calculated the excess of

males for all age groups by using an average of the

mean sex ratios from 13 countries that have normal

secondary sex ratios and little or no sex preference.15

These were 105 for the 1-9 age group and 104 for the

10-19 age group.
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RESULTS

The survey counted 4 764 512 people under the age
of 20: 1 073 229 (22%) urban residents, 813 386 (17%)
town residents, and 2 877 897 (60%) rural inhabi-
tants. In the 12 months before the study 161 109
births were reported: 23% in urban areas, 17% in
towns, and 60% in rural areas. First order births
accounted for 63% of the total, second order for
32%, third order for 4.3%, and fourth or higher
order for 1%.

Under 20 sex ratio

Table 1 shows the sex ratio by age group and type of
residency. Sex ratios were consistently higher than
normal across residency type and all age groups except
for urban 15-19 year olds. Sex ratios peaked in the 1-4
age group; the highest was 126 (95% confidence inter-
val 125 to 126) in rural areas. Table 2 shows the sex
ratio by age group for all provinces. Only two pro-
vinces, Tibet and Xinjiang, had sex ratios within nor-
mal limits across the age range. Two provinces, Jiangxi
andHenan, had ratios of over 140 in the 1-4 age group;
four provinces—Anhui, Guangdong, Hunan, andHai-
nan—had ratios of over 130; and seven provinces had
ratios between 120 and 129. The provinces with the
highest sex ratios are clustered together in the central-
southern region. The excess of males increased from
5.1% (n=142 634) in the cohort born between 1986 and
1995 to 9.4% (n=184 970) in the cohort born between
1996 and 2005 across the whole country.

Sex ratio at birth

The total sex ratio at birth for the 12months toOctober
2005 was 120 (119 to 121) for the whole sample (see
bmj.com), with a gradient between urban (115, 113 to
117), town (120, 118 to 122), and rural (123, 121 to 124)
areas. This equates to 11 320 excess boys born for the
year for the whole sample. These overall figures con-
ceal dramatic differences in sex ratio at birth by birth
order. The sex ratio at birth for first order births was
slightly high in cities and towns but was within normal
limits in rural areas. However, the ratio rose very stee-
ply for second andhigher order births in cities 138 (132

to 144), towns 137 (131 to 143), and rural areas 146

(143 to 149), although the numbers of second order
births in cities were low. For third births, the sex ratio
rose to over 200 in four provinces, although third
births accounted for only 4.3% of the total.

DISCUSSION

The findings paint a discouraging picture of very high

and increasing sex ratios in the reproductive age group
in China for the next two decades. The sex ratio
increased steadily from108 in the cohort born between

1985 and 1989 to 124 in the 2000 to 2004 cohort.How-
ever, the ratio then declined to 119 for the 2005 cohort,
perhaps indicating the beginning of a reduction in sex
ratios for the future. Sex ratios were outside the normal

range for almost all age groups in almost all provinces.
The sex ratios rose dramatically between first and sec-
ond order births, with very high sex ratios for the very

few higher order births. The highest ratios were seen in
the centre and south of the country. Extrapolating from
this 1% sample to the whole country, we estimate that

an excess of 1 132 000 boyswere born in the 12months
toOctober 2005 and that an excess of 32 706 400males
under the age of 20 existed in thewhole ofChina at that
time, 18 497 000 of them under the age of 10.

This is themost recent nationwide demographic sur-
vey in China. A large survey aiming to represent 1% of

the total population obviously has some limitations.
Complete coverage of households and inhabitants is
impossible on such a large scale. Furthermore, extra-
polation to the whole population from a 1% sample

should be done with caution. The small sample size at
provincial level in some age bands and for second and
higher order births leads to wide confidence intervals,

illustrating the uncertainty around these figures. How-
ever, the overall credibility of the data is increased by
the high sex ratios in older age groups, for which con-

cealment and under-reporting of girls would be diffi-
cult, and by the number of births counted for the
12 months to October 2005 (161 109), which matches
the estimate of 16 million births a year from other

sources.16

Table 1 | Sex ratio (95% confidence interval) by age and residence, under 20 year olds

Residence No (%)

Age (year of birth)

<1 year (2004-5)
(n=182 393)

1-4 years (2000-4)
(n=724 709)

5-9 years (1995-9)
(n=1 060 664)

10-14 years (1990-
4) (n=1 353 263)

15-19 years (1985-
9) (n=1 443 483)

All 4 764 512 119 (119 to 120) 124 (123 to 124) 119 (119 to 120) 114 (113 to 114) 108 (108 to 109)

Urban* 1 073 229 (23) 114 (112 to 115) 116 (115 to 117) 116 (115 to 117) 112 (111 to 114) 101 (100 to 103)

Town† 813 386 (17) 117 (115 to 119) 122 (120 to 124) 121 (120 to 122) 116 (115 to 117) 109 (107 to 111)

Rural‡ 2 877 897 (60) 122 (121 to 122) 126 (125 to 126) 120 (120 to 121) 114 (113 to 114) 111 (110 to 111)

*Area with more than 100 000 non-agricultural population.

†Population of at least 20 000, where non-agricultural population exceeds 10%.

‡More than 90% agricultural workers.
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Role of sex selective abortion

The precise role of sex selective abortion in the sex
imbalance has been unclear, not least because the
practice is illegal in China and obtaining reliable fig-
ures is difficult. If under-registration of girls

accounted for most of the excess births of boys,
then sex ratios would fall from birth through early
childhood, as girls are required to be registered for
immunisation and school entry.14 Our finding that
the sex ratios for the 1-4 year old cohort are higher

Table 2 | Sex ratios (95% confidence intervals) by age group and province, and excess males

Region and
province
(population in
millions) No

Age group Excess
males

<10 years
(%)

Excess
males
10-20

years (%)<1 year 1-4 years 5-9 years 10-14 years 15-19 years

All 4 764 512 119(119to120) 124 (123to124) 119 (119 to120) 114 (114 to115) 108(107to108) 9.4 5.1

North:

Beijing (14) 35 657 114(102to127) 112 (105to118) 110 (106 to115) 104 (100 to109) 111(108to115) 5.4 4.1

Tianjin (10) 29 170 114(100to130) 118 (111to126) 115 (109 to122) 110 (106 to115) 99 (96 to 103) 7.5 1.7

Hebei (65) 250 933 120(116to125) 122 (120to125) 115 (113 to117) 111 (109 to113) 104(102to105) 8.4 3.2

Shanxi (32) 131 763 116(110to123) 112 (109to116) 109 (107 to111) 109 (107 to111) 106(104to108) 5.1 3.6

Inner

Mongolia (23)

76 693 114(107to122) 107 (103to111) 109 (106 to113) 110 (107 to113) 107(104to109) 4.3 4.0

Northeast:

Liaoning(42) 118 018 113(106to120) 114 (111to117) 111 (108 to114) 110 (108 to113) 106(103to108) 5.6 3.7

Jilin (26) 81 133 113(105to121) 112 (108to116) 113 (110 to 117 110 (107to113) 107(104to109) 5.9 3.8

Heilongjiang

(38)

112 057 109(103to116) 111 (108to115) 107 (104 to110) 108 (105 to110) 107(105to109) 4.1 3.4

East:

Shanghai

(17)

37 406 117(106to128) 109 (103to115) 111 (105 to116) 108 (103 to113) 98 (95 to 101) 4.9 0.4

Jiangsu (71) 230 997 125(120to131) 123 (120to126) 121 (119 to124) 118 (116 to120) 105(103to106) 10 5.0

Zhejiang

(43)

150 125 114(109to119) 113 (111to116) 113 (111 to116) 113 (111 to116) 108(106to110) 6.3 5.0

Anhui (61) 256 350 131(126to137) 138 (135to141) 124 (122 to127) 115 (114 to117) 107(106to109) 12.9 5.5

Fujian (33) 129 146 122(116to129) 119 (116to122) 124 (121 to127) 118 (116 to121) 101 (99 to 103) 9.8 4.2

Jiangxi (41) 186 198 129(121to137) 143 (140to146) 130 (128 to133) 118 (116 to120) 114(112to116) 14.8 7.6

Shandong

(91)

303 287 114(110to118) 116 (114to118) 116 (114 to118) 115 (114 to117) 106(105to108) 7.4 4.5

Central:

Henan (95) 386 594 122(118to126) 142 (140to144) 131 (129 to133) 119 (118 to121) 110(109to111) 14.4 6.7

Hubei (58) 208 230 128(122to135) 129 (126to133) 129 (126 to132) 120 (118 to121) 118(117to120) 12.6 8.7

Hunan (64) 232 938 122(117to127) 133 (130to136) 122 (120 to124) 115 (113 to117) 112(110to113) 11.6 6.1

Guangdong

(70)

384 845 119(115to123) 133 (131 to135) 127 (126 to129) 115 (113 to116) 96 (95 to 97) 12.3 2.2

Guangxi (46) 199 776 121(116to126) 122 (120to125) 127 (125 to130) 122 (120 to124) 123(121to125) 11.0 10.2

Hainan (7.5) 36 427 123(111to136) 134 (127to141) 135 (129 to141) 120 (113 to127) 123(118to128) 6..2 9.3

Southwest:

Chongqing

(31)

100 070 112(104to120) 119 (115to123) 117 (114 to120) 113 (110 to115) 114(111to117) 7.9 6.2

Sichuan (84) 311 530 115(110to119) 116 (114to118) 114 (112 to116) 111 (110 to113) 108(106to109) 6.8 4.6

Guizhou (37) 178 547 128(112to134) 127 (124to130) 115 (113 to117) 112 (110 to114) 119(117to122) 9.0 7.2

Yunnan (41) 189 774 113(108to118) 115 (113 to117) 112 (110 to114) 112 (110 to114) 112(110to114) 6.2 5.9

Tibet (3) 13 764 102 (88 to 120) 104 (96 to113) 105 (98 to 112) 102 (95 to 108) 105 (98 to 112) 2.1 1.6

Northwest:

Shaanxi (36) 141 904 134(126to143) 125 (121to129) 123 (120 to126) 117 (115 to119) 112(110to114) 10.9 6.6

Gansu (25) 112 399 116(109to124) 120 (117to124) 116 (113 to119) 109 (107 to111) 106(104to109) 3.8 0.1

Qinghai (5) 23 483 117(103to133) 111 (105to118) 109 (104 to115) 104 (98 to 110) 100 (95 to 106) 5.0 0.1

Ningxia (5) 27 373 107 (96 to 119) 112 (106to119) 108 (103 to113) 106 (101 to110) 104 (99 to 109) 4.5 2.3

Xinjiang (17) 87 919 105 (99 to 112) 106 (102to109) 104 (101 to107) 106 (103 to108) 107(104to110) 2.2 3
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than those at birth and in infancy tends to refute this
hypothesis. Comparison between each cohort speci-

fic sex ratio and the corresponding sex ratio at birth
from previous census data also lends support to the
assertion that under-registration of girls is not amajor

contributor to high sex ratios at birth.17 18 Infanticide
is another possible explanation for girls missing at
birth, but is widely acknowledged to be very rare

now.19-22

The dramatic increase in sex ratio with second births

shows that couples are selecting to ensure a boy, the so
called “at least one son practice.”14 In urban areas
where few couples are allowed a second child, the

high sex ratio for first order births suggests some sex
selection occurring with the only child. Finally, the
steady rise in sex ratios across the birth cohorts since

1986 mirrors the increasing availability of ultrasono-
graphy over that period.23 24

Role of one child policy

The relation between the sex ratio and the one child
policy is a complex one. The policy is implemented

differently across the country (see bmj.com), and our
data suggest that the sex ratio is related to the way in
which the policy is implemented.14 Whereas in most

cities only one child is allowed, threemain variants of
the policy exist in rural areas. Our data show that the
type 2 variant, which allows couples a second child

after a girl, results in the highest sex ratios for second
order births and the overall highest sex ratios.

Medium sex ratios were most common in the strict
type 1 provinces where 40% of couples are allowed a
second child but generally only if the first is a girl.

However, these provinces are also wealthier, levels
of education are higher, and traditional values of pre-
ference for sons are changing.25 The lowest ratios are

seen in the type 3, most permissive, provinces. How-
ever, these provinces are sparsely populated and

poor, inhabited partly by ethnic groups who are gen-
erally less inclined to prefer sons and less accepting of
abortion.24

The policy implications are clear. Changing the reg-
ulations in force in type 2 provinces, which permit
most couples a second child after a female birth,
could help to reduce the sex ratio.
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WHAT IS ALREADY KNOWN ON THIS TOPIC

The reported sex ratio (males per 100 females) in China is
high, but accurate population based figures for actual sex
ratios have been notoriously difficult to obtain

The role of sex selective abortion and the influence of the
one child policy on the sex imbalance have been unclear

WHAT THIS STUDY ADDS

China will see very high and steadily worsening sex ratios in
the reproductive age group for the next two decades

Sex selective abortion accounts for almost all the excess
males

One particular variant of the one child policy leads to the
highest sex ratios
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Frailty and type of death among older adults in China:
prospective cohort study

Matthew E Dupre,1 Danan Gu,2 David F Warner,3 Zeng Yi4,5

ABSTRACT

Objective To examine the association between frailty and

type of death among the world’s largest oldest-old

population in China.

Design Prospective cohort study.

Setting 2002 and 2005waves of the Chinese longitudinal

healthy longevity survey carried out in 22 provinces

throughout China.

Participants 13717 older adults (aged ≥65).
Main outcome measures Type of death, categorised as

being bedridden for fewer than 30 days with or without

suffering and being bedridden for 30 or more days with or

without suffering.

ResultsMultinomial analyses showed that higher levels

of frailty significantly increased the relative risk ratios of

mortality for all types of death. Of those with the highest

levels of frailty, men were most likely to experience 30 or

more bedridden days with suffering before death (relative

risk ratio 8.70, 95% confidence interval 6.31 to 12.00)

and women 30 or more bedridden days with no suffering

(11.53, 17.84 to 16.96). Regardless of frailty,

centenarians and nonagenarians were most likely to

experience fewer than 30 bedridden days with no

suffering, whereas those aged 65-79 and 80-89 were

more likely to experience fewer than 30 bedridden days

with suffering. Adjusting for compositional differences

had little impact on the link between frailty and type of

death for both sexes and age groups.

Conclusions The association between frailty and type of

death differs by sex and age. Health scholars and clinical

practitioners should consider age and sex differences in

frailty to develop more effective measures to reduce

preventable suffering before death.

INTRODUCTION

Evidence suggests that frailty is a valid and reliable
proxy of biological age, providing a robust measure
of the balance between health assets and deficits across
a variety of dimensions.1-5 Quantifying frailty using a
“frailty index” is increasingly being recognised as
important for identifying population differences in
ageing and as a tool for monitoring susceptibility to
disease and death.5-9 On the basis of research from
cross sectional and non-representative studies, consen-
sus is growing that the extent of suffering (pain and
discomfort) and number of bedridden days are basic
dimensions underlying the quality of death in late
life.10-12

We carried out a prospective cohort analysis of the
association between frailty and type of death among

adults aged 65 to 109 in China and investigated
whether differences inmortality varied by sex and age.

METHODS

The Chinese longitudinal healthy longevity survey
collected data on one of the largest samples of people
in the oldest-old age group (≥80 years) in the world.
Information was collected on a range of variables (see
bmj.com). Older adults from 22 provinces were first
interviewed in 1998, with follow-up interviews in
2000, 2002, and 2005. We utilised data from the 2002
and 2005waves of the survey. In the 2002 wave 15 919
participants aged 65-109 were interviewed. Of these
interviewees, 8090 (50.8%) were reinterviewed in
2005 and 5627 (35.3%) died before follow-up. After
exclusion of losses to follow-up, the sample comprised
13 717 participants.

We used an objective indicator of physical failure
with a subjective indicator of suffering before death to
categorise types of death between the two surveys.11 12

Firstly, we dichotomised bedridden days before death
into fewer than 30 and 30 or more, then dichotomised
the subjective painfulness of death reportedby the next
of kin (peaceful v non-peaceful). The four types of
death were less than 30 bedridden days with or with
no suffering and 30 or more bedridden days with or
with no suffering. The reference category in the multi-
nomial regression models was survival over the three
years.

We constructed a frailty index using 39 variables.
Each item was assigned a value of 1 in the presence of
a deficit (otherwise 0), or 2 for people with two ormore
serious conditions that led to hospital stay or a period
of confinement in bed.6 The frailty index was a sum-
mary of all deficits, divided by the number of possible
deficits. We split the index into fourths for each sex to
account for non-linear relations between levels of
frailty and type of death.

To obtain robust estimates we also adjusted analyses
for several previously identified confounders.13 All
confounders except age were dichotomised. Demo-
graphic measures included age groups 65-79 (refer-
ence), 80-89, 90-99, and 100 and older, people from
non-Han ethnic minorities, and urban dwellers. Mea-
sures of socioeconomic status included education, pri-
mary lifetime occupation as a white collar worker,
economic independence, good economic standing,
and being in receipt of adequate drugs for any illnesses.
Social contact and support measures included marital
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status, close proximity to children, and religious activ-
ity. Measures for health practices included exercising
on a regular basis and having smoked in the past five
years.

Statistical analysis

We computed sample distributions of the study vari-
ables separately by sex and frailty. To test differences
in the distributions of frailty for dichotomous variables
we used Kendall’s τ tests and for categorical variables
Pearson’s χ2 tests. Multinomial logistic regression
models were used to estimate the relative risk ratios
and 95% confidence intervals associated with frailty
and types of death. We used two sets of nested regres-
sion models to adjust for the confounders. The first set
of analyses tested the effects of frailty by sex while
adjusting for basic personal information. In the second
set of analyses we included socioeconomic status,
social contact and support, and health practices. We
then computed the predicted proportions of the types
of death across age and frailty for both sexes.

RESULTS

Among those in the lowest fourth (least frail) for frailty,
84.9% of men and 86.1% of women survived to 2005
comparedwith just over 25%ofmen andwomen in the

highest fourth (see bmj.com). Among decedents, about
25% of men and women had fewer than 30 bedridden
days before death, although women were less likely to
suffer than men. A greater proportion of women than
men were bedridden for 30 or more days with or with-
out suffering before death. Those with the most frailty
had thehighest rates for all types of death.Menwith the
most frailty were more likely to suffer before death
(17.9% <30 bedridden days, 15.7% ≥30 bedridden
days) compared with women, who were more likely
not to suffer before death (25.4% <30 bedridden
days, 21.1% ≥30 bedridden days), especially after at
least 30 bedridden days.

There was no difference between sex, frailty, and
urban residence. At nearly all levels of frailty men
had higher socioeconomic status, were more likely to
be married, took regular exercise, and had smoked in
the past five years compared with women. Women
were more likely to live close to their children and
engage in religious activities.

For both sexes the proportion of participants who
did not suffer before death increased with age and the
proportion who suffered decreased with age (see
bmj.com). Across levels of frailty, the most pro-
nounced patterns were the precipitous declines in the
numbers of participants who experienced fewer than

Relative risk ratios from multinomial logistic regression models of type of death by sex and frailty of participants in Chinese

longitudinal healthy longevity survey

Variables

Men Women

Model 1*: relative risk
ratio (95% CI)

Model 2†: relative risk
ratio (95% CI)

Model 1*: relative risk
ratio (95% CI)

Model 2†: relative risk
ratio (95% CI)

<30 bedridden days with no suffering v survival

Frailty index fourth:

First (least frail) 1.00 (reference) 1.00 (reference) 1.00 (reference) 1.00 (reference)

Second 1.21 (0.90 to 1.64) 1.19 (0.88 to 1.62) 1.83 (1.40 to 2.39) 1.77 (1.35 to 2.32)

Third 1.90 (1.48 to 2.44) 1.87 (1.45 to 2.41) 2.98 (2.26 to 3.94) 2.81 (2.12 to 3.73)

Fourth (most frail) 4.02 (3.44 to 6.43) 4.16 (3.16 to 5.47) 5.67 (4.29 to 7.49) 5.28 (3.95 to 7.06)

<30 bedridden days with suffering v survival

Frailty index fourth:

First 1.00 (reference) 1.00 (reference) 1.00 (reference) 1.00 (reference)

Second 1.14 (0.84 to 1.54) 1.11 (0.82 to 1.50) 1.85 (1.43 to 2.40) 1.77 (1.37 to 2.30)

Third 1.96 (1.53 to 2.51) 1.82 (1.41 to 2.34) 2.19 (1.65 to 2.91) 2.02 (1.52 to 2.68)

Fourth 4.42 (3.43 to 5.70) 3.87 (1.96 to 3.32) 4.27 (3.22 to 5.65) 3.87 (2.90 to 5.16)

≥≥30 bedridden days with no suffering v survival

Frailty index fourth:

First 1.00 (reference) 1.00 (reference) 1.00 (reference) 1.00 (reference)

Second 1.47 (0.93 to 2.36) 1.45 (0.90 to 2.31) 2.13 (1.44 to 3.17) 2.06 (1.39 to 3.06)

Third 2.32 (1.57 to 3.41) 2.20 (1.49 to 3.24) 4.29 (2.90 to 6.35) 4.00 (2.68 to 5.96)

Fourth 7.61 (5.21 to 11.13) 6.67 (4.51 to 9.85) 11.53 (7.84 to 16.96) 10.53 (7.06 to 15.70)

≥≥30 bedridden days with suffering v survival

Frailty index fourth:

First 1.00 (reference) 1.00 (reference) 1.00 (reference) 1.00 (reference)

Second 1.62 (1.10 to 2.39) 1.58 (1.07 to 2.33) 1.69 (1.22 to 2.35) 1.61 (1.16 to 2.24)

Third 2.36 (1.70 to 3.27) 2.23 (1.60 to 3.09) 2.97 (2.10 to 4.19) 2.66 (1.87 to 3.76)

Fourth 8.70 (6.31 to 12.00) 7.75 (5.54 to 10.83) 6.98 (5.00 to 9.75) 5.96 (4.23 to 8.39)

*Adjusted for age, ethnicity, and urban residence.

†Adjusted for age, ethnicity, urban residence, socioeconomic status, social contact and support, and health practices.
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30 bedridden days with suffering and increases in the
number of participants who experienced 30 or more
bedridden days with no suffering, particularly among
women.

The table presents the results from the multinomial
analyses for the associations between frailty and type of
death for both sexes. The relative risk ratios for model
1, adjusted for age, ethnicity, and urban residence, and
for model 2 further adjusted for several confounders
showed that increased frailty was associated with
higher risks of death, regardless of type, and was espe-
cially pronounced for those with high levels of frailty.
Adjusting for differences in socioeconomic status,
social contact or support, and health practices in
model 2 had little impact on the patterning or magni-
tude of the frailty effects and provided strong evidence
that frailty is a robust predictor of type of death in the
Chinese longitudinal healthy longevity survey.

The effect of frailty differedbetween the sexes.Over-
all, the relative risk ratios of dying across all categories
of death (except for ≥30 bedridden days with suffering)
related to increases in frailty were higher among
women, presumably due to their older age and better
physiological resilience compared with men. Frailty
increased the risk of dying with some suffering for
men and increased the risk of being bedridden for
fewer than 30 days or for 30 or more days with no suf-
fering for women.

The most common type of death for both sexes was
30 or fewer bedridden days with no suffering (see
bmj.com). Given the same level of frailty and adjusting
for confounders, the proportion of men who experi-
enced 30 or more bedridden days with suffering was
greater than the proportion of men bedridden with no
suffering; however, the opposite was found among
women. Analyses further indicated that the oldest par-
ticipants (≥90 years) were more likely to experience
fewer bedridden days with no suffering than younger
participants. Fewer than 30 bedridden days with no
suffering were more common than 30 or more bedrid-
den days with no suffering, whereas fewer than 30 bed-
ridden dayswith sufferingweremore common than 30
ormore bedriddendayswith suffering for each sex and
age group. Moreover, being bedridden for fewer than
30 days or for 30 or more days with suffering was less
prevalent with increasing age compared with being
bedridden for fewer than 30 days or 30 or more days
with no suffering, which was especially apparent for
the most frail participants.

Higher levels of frailty among men were associated
with greater proportions of death with 30 ormore bed-
ridden days and with lesser proportions of death with
fewer than 30 bedridden days for every age group.
Among women, being bedridden for fewer than
30 days with suffering decreased and being bedridden
for 30 or more days with no suffering increased across
all levels of frailty within each age group; however,

differences were modest for experiencing fewer than
30 bedridden days with no suffering and 30 or more
bedridden days with suffering across levels of frailty.

DISCUSSION

Results based on a prospective cohort of adults aged 65
to 109 in China showed that higher levels of frailty
increased the risk of experiencing all four types of
death that we examined; bedridden for fewer than
30 days with or with no suffering or bedridden for 30
or more days with or with no suffering. People with
greater frailty were more likely to experience more
bedridden days before death than those with less
frailty. The increasing effects of frailty on suffering
were primarily limited to those who experienced 30
or more bedridden days before death. The association
between frailty and type of death differed by sex and
age, and adjusting for differences in socioeconomic sta-
tus, social support, and health practices had almost no
impact on the relations. Overall, the results provided
strong evidence that cumulative deficits, quantified
with a frailty index, influenced not only the likelihood
of dying but also the quality of life before death.8 14

Overall, compared with men, women exhibited
higher risks of experiencing one of the four types of
death as levels of frailty increased, owing to their
older age and therefore increased physiological frailty.
Evidence fromWestern nations andChina concur that
older women are often in poorer health yet live longer
than men.15 16 The implications of this finding are per-
hapsmorepronounced indeveloping countries such as
China. In many cases, Chinese women bear a dispro-
portionate amount of the care giving to spouses and
their respective parents. These women also have the
fewest economic and familial resources and exhibit
the most frailty as they age. Despite these disadvan-
tages for men the risks increased most noticeably for
deaths with suffering, whereas for women the risks
increased much more for every level of frailty for
deaths with no suffering.

The lack of suffering among extremely old people
may be due to the precipitous withdrawal of life sus-
taining treatments,17 that such people are psychologi-
cally or genetically robust and less likely to express
pain or discomfort,18 19 or that because participants
and their families had sufficient time to prepare for
death their perception of suffering might have been
overlooked or expected.20

Amajor strength of this research is the application of
a comprehensivemeasure of frailty in a large scale pro-
spective sample. The frailty index had a significant
impact on the type of death experienced by older
adults and underscored a critical aspect of the quality
of dying that is often overlooked in cohort studies.Our
sensitivity analyses closely replicated age-sex distribu-
tions in frailty indices in other studies.7 8 21 On the basis
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of this evidence we are confident about the validity of
our frailty measure.

One limitation of our study is that our longitudinal
measures of the types of death include only two
domains of the quality of dying previously identified
in the literature.22 23 Although the qualitative assess-
ment of suffering before death is a key dimension of
quality of death, the measure of suffering in the Chi-
nese longitudinal healthy longevity survey was ascer-
tained from next of kin and may be biased. This is
because some research shows that proxy reports are
not always consistent with reports by individuals
before their death.24A final concern is that sample attri-
tion from 2002 to 2005 was not random and may have
introduced bias in our estimates. However, supple-
mentary analyses indicated that the general patterns
and conclusions of our analysis did not change regard-
less of whether we parameterised the lost sample as a
categorical outcome or imputed the missing cases.

In medical settings, curative treatments are often
eclipsed in moderate to extreme cases of frailty by pal-
liative care in efforts to reduce discomfort and enhance
the quality of life before death. The clinical application
of a checklist (or index) for frailty can be a useful diag-
nostic tool that helps to characterise a patient’s biolo-
gical age compared with their chronological age,
although unlike the phenotypic approach the frailty
index may need translation in clinical practice for spe-
cific treatments.21 25

China is the world’s largest developing country and
is facing unique challenges to its healthcare system as
an unbalanced population structure and a rapidly age-
ing population is straining the traditional family
oriented system of care. We believe that the present
study is an important step towards identifying frailty
and its association with the quality of death in a rapidly
developing nation.
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WHAT IS ALREADY KNOWN ON THIS TOPIC

An index for frailty is a valid construct for measuring
mortality and the use of healthcare services

WHAT THIS STUDY ADDS

The frailty index was strongly associated with suffering and
the amount of time spent bedridden before death

Extremely old people (≥90 years) were most likely to
experience 30 or fewer bedridden days with no suffering
before death compared with other old adults

Women with the highest levels of frailty were most likely to
experience 30 or more bedridden days with no suffering
before death
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Errors in the administration of parenteral drugs in intensive
care units: multinational prospective study

Andreas Valentin,1,2 Maurizia Capuzzo,3 Bertrand Guidet,4,5,6 Rui Moreno,7 Barbara Metnitz,8 Peter Bauer,8

Philipp Metnitz,9 on behalf of the Research Group on Quality Improvement of the European Society of

Intensive Care Medicine (ESICM) and the Sentinel Events Evaluation (SEE) Study Investigators

ABSTRACT

Objective To assess on a multinational level the

frequency, characteristics, contributing factors, and

preventive measures of administration errors in

parenteral medication in intensive care units.

Design Observational, prospective, 24 hour cross

sectional study with self reporting by staff.

Setting 113 intensive care units in 27 countries.

Participants 1328 adults in intensive care.

Main outcome measures Number of errors; impact of

errors; distribution of error characteristics; distribution of

contributing and preventive factors.

Results 861 errors affecting 441 patients were reported:

74.5 (95% confidence interval 69.5 to 79.4) events per

100 patient days. Three quarters of the errors were

classified as errors of omission. Twelve patients (0.9% of

the study population) experienced permanent harm or

died because of medication errors at the administration

stage. In amultiple logistic regressionwith patients as the

unit of analysis, odds ratios for the occurrence of at least

one parenteral medication error were raised for number of

organ failures (odds ratio per increase of one organ

failure: 1.19, 95% confidence interval 1.05 to 1.34); use

of any intravenous medication (yes v no: 2.73, 1.39 to

5.36); number of parenteral administrations (per increase

of one parenteral administration: 1.06, 1.04 to 1.08);

typical interventions in patients in intensive care (yes v

no: 1.50, 1.14 to 1.96); larger intensive care unit (per

increase of one bed: 1.01, 1.00 to 1.02); number of

patients per nurse (per increase of one patient: 1.30, 1.03

to 1.64); and occupancy rate (per 10% increase: 1.03,

1.00 to 1.05). Odds ratios for the occurrence of parenteral

medication errors were decreased for presence of basic

monitoring (yes v no: 0.19, 0.07 to 0.49); an existing

critical incident reporting system (yes v no: 0.69, 0.53 to

0.90); an established routine of checks at nurses’ shift

change (yes v no: 0.68, 0.52 to 0.90); and an increased

ratio of patient turnover to the size of the unit (per

increase of one patient: 0.73, 0.57 to 0.93).

Conclusions Parenteral medication errors at the

administration stage are common and a serious safety

problem in intensive care units. With the increasing

complexity of care in critically ill patients, organisational

factors such as error reporting systems and routine

checks can reduce the risk for such errors.

INTRODUCTION

An investigation of 21 hospitals in the Netherlands
showed that nearly 6% of 1.3 million hospital admis-
sions in 2004 resulted in unintentional harm to the
patient.1 The complexity of processes andmedical con-
ditions dealt with in intensive caremedicinemakes this
specialty particularly vulnerable to error.2 3 In the first
multinational sentinel events evaluation (SEE 1) study,
38.8 incidents per 100 patient days in five categories
(drains and lines, artificial airway, equipment, hand-
ling of alarms, and medication) were observed in 205
intensive care units.4Medication errors at the prescrip-
tion and administration stageswere reported at a rate of
10.5 per 100 patient days. As such errors carry a parti-
cularly high potential for serious harm, this topic was
chosen for the second study (SEE 2).
We conducted a prospective, observational, multi-

national study on the frequency, characteristics, contri-
buting factors and impact of parenteral medication
errors at the administration stage in intensive care
units.

METHODS

We used a cross sectional design with a 24 hour obser-
vation period. Ultimately, 113 units from 27 countries
participated.

Definition, assessment, and description of medication

errors at the administration stage

A medication error at the administration stage was
defined as an error of omission or commission in the
context of parenteral drug administration that harmed
or could have harmed a patient. We exclusively
addressed five types of error: wrong dose, wrong
drug, wrong route, wrong time, missed medication.
All nurses and physicians on duty were asked to fill

in a structured questionnaire with a formalised and
coded description of every medication error. We
assessed contributing factors (communication-written,
communication-oral, handover, workload/stress/fati-
gue, experience/knowledge/supervision, violation of
protocol/standard, recently changed brand name of
drugs, equipment failure, others); situational factors
(admission/discharge, routine, emergency, movement
with the hospital, intervention, urgent crisis of another
patient, others); and grading of the impact of the error
(a change registered or not, intervention necessary or
not, no harm, temporary harm, permanent harm,
death).
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Acoordinator provided information regarding char-
acteristics of the unit, the staffing and patient flow, and
the classification of the severity of illness and medical
personnel workload for every patient.

Patients and patient related factors

The study included all patients staying in theparticipat-
ing units. Each single dose of parenteral medication
given to each patient was counted. For each patient
we calculated the sequential organ failure assessment
(SOFA) score5 and the nursing manpower use score
(NEMS)6 to assess nursing workload. The total dura-
tion of each patient’s stay, and the hours spent in the
unit during the observation period were reported. The
vital status was assessed at discharge or on day 28 after
the study period.

Intensive care unit related factors

Characteristics of hospital size (beds), type and size of
intensive care unit, shift schedules, number of nurses
and physicians in each shift, number of occupied and
free beds, maximum number of patients, and number
of admitted and discharged patients in each shift were

recorded for every unit. Information about any system
for formal critical incident reporting or computerised
prescribing was recorded. Information about the pro-
cess of parenteral medication administration was
obtained.

Data collection

Data collection started at the beginning of the nurses’
day shift. The study period was designed to overlap a
second day to include at least one day shift and one
night shift.

Statistical analysis

Odds ratios were calculated with a dichotomous out-
come variable—no medication error versus occur-
rence of at least one medication error—with the
patient as the unit of analysis. We evaluated univariate
associations betweenpatients’ characteristics and char-
acteristics of the intensive care unit and the outcome.
We included variables that reached univariate signifi-
cance in a multivariate logistic regression analysis.
Clustering on the patient level or unit level was
accounted for by including various patient and unit
related variables to explain differences between
patients and units. We performed the calculations
separately for all types of errors.

RESULTS

ICU and patient sample

After exclusion of 57 patients under the age of 18 and
35 patients with conflicting information, the final sam-
ple consisted of 1328 patients from 113 units in 27
countries. Patients spent 0.6 to 24 hours in the unit dur-
ing the 24 hour observation period, and only 23%
spent less than 24 hours in the unit. A SOFA score of
5—the median value in the patients—reflects the dys-
function or failure of more than one organ system. A
NEMS score of 27—the median value in the patients—
reflects the equivalent of 59% of the workload that one
unit nurse can perform in 24 hours.
Nearly half the units (48%) had a system for formal

critical incident reporting.

Process characteristics

In 37 (33%) units medication was prescribed bymeans
of an electronic prescribing system. Further reporting
showed that 26 (23%) used infusions previously pre-
pared by a pharmacist, 76 (67%) used perfusors with
a fixed standardpreparation, 69 (61%) provided a dedi-
cated area for preparation of medications, 78 (69%)
routinely checked perfusors and infusion pumps at
every shift change, and 97 (86%) labelled all syringes
prepared with drugs before use.

Occurrence and characteristics of errors

In the 1328 patients, 861 medication errors affecting
441 patients were reported. A total of 887 patients
(67%) experienced no error, 250 (19%) experienced
one error, and 191 patients (14%) experienced more
than one. Of the 113 units, 21 (19%) reported no med-
ication errors. There were 74.5 (95% confidence

Table 1 | Odds ratios* (OR) for occurrence of at least one error in parenteral drug

administration in intensive care unit (ICU). Univariate logistic regression

Variable Variable measurement† OR (95% CI) P value

All observed types of parenteral drug administration errors

ICU size (beds) 1 1.02 (1.01 to 1.03) <0.01

ICU type: medical 1 0.64 (0.42 to 0.96) 0.03

ICU type: mixed 1 1.57 (1.04 to 2.38) 0.03

Patients per nurse 1 1.26 (1.04 to 1.54) 0.02

CIRS in place Yes/no 0.67 (0.53 to 0.84) <0.01

Infusions previously prepared by
pharmacist

Yes/no 1.32 (1.02 to 1.70) 0.03

No of different types of infusion
pumps

1 0.89 (0.81 to 0.99) 0.03

Routine check at shift change Yes/no 0.63 (0.50 to 0.81) <0.01

Labelling of syringes Yes/no 0.61 (0.44 to 0.86) <0.01

Occupancy rate (%) 10 1.02 (1.00 to 1.05) 0.04

Relative turnover 1 0.75 (0.60 to 0.93) 0.01

Errors of commission (wrong dose, wrong drug, wrong route)

Hospital size (beds) 100 1.05 (1.02 to 1.08) <0.01

ICU size (beds) 1 1.02 (1.01 to 1.03) <0.01

Patients per nurse 1 1.51 (1.10 to 2.07) 0.01

Patients per physician 1 1.10 (1.01 to 1.20) 0.03

ICU beds per nurse 1 1.35 (1.02 to 1.77) 0.03

CIRS† in place Yes/no 0.36 (0.24 to 0.54) <0.01

Infusions previously prepared by
pharmacist

Yes/no 2.32 (1.57 to 3.41) <0.01

Electronic prescribing system in use Yes/no 0.62 (0.40 to 0.95) 0.03

Errors requiring an intervention

CIRS in place Yes/no 0.44 (0.26 to 0.75) <0.01

Electronic prescribing system in use Yes/no 0.43 (0.23 to 0.82) 0.01

No of different types of perfusors 1 1.16 (1.04 to 1.29) 0.01

Labelling of syringes Yes/no 0.31 (0.18 to 0.56) <0.01

CIRS=critical incident reporting system.

*Odds ratios calculated by using dependent variable “occurrence of at least one medication error” with patients

as unit of analysis. Table displays unit related variables reaching significance in different sets of error.

†Increment or binary.
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interval 69.5 to 79.4) errors per 100 patient days. The
most frequent errors were related to wrong time of
administration (n=386) and missed medication
(n=259), followed by wrong dose (n=118), wrong
drug (n=61), and wrong route (n=37).

Medication errors occurred most frequently during
routine situations (n=595; 69%) and least frequently
during admission and discharge procedures (n=73;
8%), movement with the hospital (n=40; 5%), unde-
fined situations (n=41; 5%), emergencies (n=38; 4%),
interventions (n=36; 4%), and urgent crisis with
another patient in the unit (n=29; 3%).

Regarding the type of administration, 505 errors
occurred during 5622 intravenous bolus administra-
tions (9%), 279 during 5034 continuous intravenous
administrations (6%), and 69 during 1069

subcutaneous administrations (6%).Aside fromunclas-
sified drugs, most errors occurred in antimicrobial
drugs and sedation or analgesia.
Unit staff reported workload/stress/fatigue as a con-

tributing factor in 32% (n=272) of all errors.Other con-
tributing factors were recently changed drug name
(n=155; 18%), communication-written (n=124; 14%),
communication-oral (n=83; 10%), experience/knowl-
edge/supervision (n=81; 9%), violation of protocol/
standard (n=76; 9%), handover (n=53; 6%), equipment
failure (n=0), and others (n=0).

Reported impact of errors

Participating units reported that 71% of parenteral
medication errors resulted in no change in the status
of the patient. In contrast, according to the review of
reporting units, 12 patients (0.9% of the total study
population) experienced permanent harm (n=7) or
death (n=5) in relation to a total of 15 errors. In eight
cases, trainees were involved. Unit mortality (reported
up to day 28) was 14.5% and 22.8% in patients without
and with a parenteral medication error, respectively.
Mortality was not predicted by the occurrence of a par-
enteral medication error.

Predictors of parenteral medication errors

Univariate analysis showed that a higher severity of
illness, a higher level of care, and a higher rate of par-
enteral drug administrations were associated with
increased odds for the occurrence of at least one med-
ication error.With respect to unit related variables, the
odds for the occurrence of at least onemedication error
were increased at a higher patient to nurse ratio and
were decreased when a critical incident reporting sys-
temwas in place. Table 1 gives details of all unit related
variables reaching significance in different sets of type
of error.
In a multiple logistic regression analysis, six unit

related and five patient related variables remained in
the final model when we included all types of error
(table 2). A higher severity of illness, a higher level of
care, and a higher rate of parenteral drug administra-
tions were associated with increased odds for the
occurrence of at least one medication error. Results
were robust for the existence of a critical incident
reporting system both in the univariate and multivari-
ate analysis for all three different types of error. There
was one exception in the multivariate analysis, where
“electronic prescribing system” was the only signifi-
cant unit related variable. In this case, however, “elec-
tronic prescribing system”might cover the influence of
“critical incident reporting,” both being positively cor-
related (χ2 test, P=0.03) over units.

DISCUSSION

In five categories of parenteralmedication errors at the
administration stage we found a total prevalence of
74.5 errors per 100 patient days. In 71% of errors
there was no change in the patient’s status, but 12
patients (0.9%) experienced permanent harm or died.
The administration of parenteral medication is a weak

Table 2 | Odds ratios* (OR) for occurrence of at least one parenteral drug administration error

in intensive care unit (ICU). Stepwise multiple logistic regression

Variable Variable measurement† OR (95% CI) P value

All observed types of parenteral drug administration errors

Patient-related variables:

No of parenteral administrations 1 1.06 (1.04 to 1.08) <0.01

No of organ failures 1 1.19 (1.05 to 1.34) <0.01

NEMS item:

Basic monitoring Yes/no 0.19 (0.07 to 0.49) <0.01

IV medication Yes/no 2.73 (1.39 to 5.36) <0.01

Specific interventions in ICU Yes/no 1.50 (1.14 to 1.96) <0.01

ICU related variables:

ICU size (beds) 1 1.01 (1.00 to 1.02) 0.04

Patients per nurse 1 1.30 (1.03 to 1.64) 0.03

CIRS in place Yes/no 0.69 (0.53 to 0.90) <0.01

Routine check at shift change Yes/no 0.68 (0.52 to 0.90) <0.01

Occupancy rate (%) 10 1.03 (1.00 to 1.05) 0.03

Relative turnover 1 0.73 (0.57 to 0.93) 0.01

Errors of commission (wrong dose, wrong drug, wrong route)

Patient related variables:

No of parenteral administrations 1 1.05 (1.02 to 1.07) <0.01

NEMS item:

Multiple vasoactive medication Yes/no 2.43 (1.41 to 4.18) <0.01

ICU related variables:

Patients per physician 1 1.12 (1.02 to 1.23) 0.01

CIRS in place Yes/no 0.34 (0.22 to 0.52) <0.01

Infusions previously prepared by
pharmacist

Yes/no 2.36 (1.55 to 3.60) <0.01

Errors requiring an intervention

Patient related variables:

No of parenteral administrations 1 1.08 (1.05 to 1.12) <0.01

NEMS item:

Multiple vasoactive medication Yes/no 2.63 (1.37 to 5.07) <0.01

Specific interventions outside
ICU

Yes/no 2.25 (1.16 to 4.39) 0.02

ICU related variables:

Electronic prescribing system in
use

Yes/no 0.32 (0.16 to 0.64) <0.01

NEMS=nine equivalents of nursing manpower use score; CIRS=critical incident reporting system.

*Odds ratios calculated by using dependent variable “occurrence of at least one medication error” with patients

as unit of analysis. Model accounts for patient and ICU characteristics and different sets of error.

†Increment or binary.
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point in intensive care. This problem is not attributable
to suboptimal care in a few individual units but repre-
sents a common pattern. Only 19% of participating
units reported no parenteral medication errors during
the 24 hour observation period.
Reported error rates in medication administration

range from 3.3% to 6.2%, 6.5%,7-9 and up to 56%,10

depending on factors such as the inclusion or exclusion
of different routes of administration and timing errors.
Although 75% of all medication errors in our study
were related to wrong timing or missed medication,
the potential impact of such occurrences should not
be underestimated. More than half of the errors with
reported subsequent serious harm were attributable to
errors of omission.

How and why errors occur

We identified several contributing factors for errors in
the administration of parenteral medication, though
our observational design means we cannot confirm
any causal relation. Analyses showed that more
severely ill patients, who receive a higher level of
care and increased use of parenteral medication, are
more likely to experience a medication error. A cou-
pling of an increase in complexity of care and the risk
for error is consistent with existing literature.4 11-13

Unit related factors are the most important starting
point for changes in the management of care. Most
medication errors occurred during routine care of
patients. In accordance with several other studies,14-16

we found that increased workload—as measured by
the patient to nurse ratio, the occupancy rate, and the
ratio of beds per nurse—is associated with a higher risk
for adverse events. A more complex effect was related
to the size of the participating units: the complexity of
organisation and communication in a given unit
increases with the number of beds and makes the sys-
temmore prone to error. However, this ratio showed a
decreased risk for adverse events in units with more
beds in relation to the turnover of patients. Inter-
estingly, the provision of infusions prepared by a

pharmacist increased the risk for a medication error.
The risks were lower when nurses labelled syringes
they themselves had prepared. This is an example of
reducing complexity and avoiding gaps in information
and communication in the process of care. Staff
reported the use of drugs with recently changed
brand names as a contributing factor in 18% of errors.
We found that an existing critical incident reporting

system was an independent predictor for a decreased
risk of medication errors with respect to all types of
error. In addition, the process of routine checking at
nurses’ shift changes significantly reduced the risk for
medication errors.
As trainees were involved in more than half of the

errors with subsequent serious harm, the supervision
of trainees should be a focus of concern. Given the fre-
quency and impact of errors of omission, preventive
measures for this type of error should be investigated
in further studies.

Limitations

Components that have been shown to influence the
occurrence of errors—such as variations in unit
organisation10 and communication217—are difficult to
measure and were outside the scope of our observa-
tion. With self reporting, there are several problems
in assessing errors. Different formats of data collection
will lead to different findings.18 Furthermore, a self
reporting method carries the risk of under-
reporting.2 19 20 Moreover, the possibility of volunteer
bias needs to be considered because the units studied
were self selecting.
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Methodological problems in the use of indirect comparisons
for evaluating healthcare interventions: survey of published
systematic reviews
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ABSTRACT

Objective To investigate basic assumptions and other

methodological problems in the application of indirect

comparison in systematic reviews of competing

healthcare interventions.

Design Survey of published systematic reviews.

Inclusion criteria Systematic reviews published between

2000 and 2007 in which an indirect approach had been

explicitly used. Identified reviews were assessed for

comprehensiveness of the literature search, method for

indirect comparison, and whether assumptions about

similarity and consistency were explicitly mentioned.

Results The survey included 88 review reports. In 13

reviews, indirect comparison was informal. Results from

different trials were naively compared without using a

common control in six reviews. Adjusted indirect

comparison was usually done using classic frequentist

methods (n=49) or more complex methods (n=18). The
key assumption of trial similaritywas explicitlymentioned

in only 40 of the 88 reviews. The consistency assumption

was not explicit in most cases where direct and indirect

evidence were compared or combined (18/30). Evidence

from head to head comparison trials was not

systematically searched for or not included in nine cases.

Conclusions Identified methodological problems were an

unclear understanding of underlying assumptions,

inappropriate search and selection of relevant trials, use

of inappropriate or flawed methods, lack of objective and

validated methods to assess or improve trial similarity,

and inadequate comparison or inappropriate

combination of direct and indirect evidence. Adequate

understanding of basic assumptions underlying indirect

and mixed treatment comparison is crucial to resolve

these methodological problems.

INTRODUCTION

Well designed head to head randomised controlled
trials are generally considered to provide the most rig-
orous research evidence on the relative effects of inter
ventions.1 Evidence from such trials is often limited or
unavailable, however, and indirect comparison may
be necessary.2 3

A simple but inappropriate method is to compare
the results of individual arms from different trials as if
they were from the same trial. This unadjusted indirect
comparison has been criticised for discarding the
within trial comparison, increasing liability to bias
and over- precise estimates.2 The adjusted indirect
comparison can, however, take advantage of the
strength of randomised controlled trials in making
unbiased comparisons (see box).4 5 Here the indirect
comparison of different interventions is adjusted by
comparing the results of their direct comparisons
with a common control group.

Indirect comparison
The results of placebo controlled trials suggested that
both active treatments are more effective than placebo
for smoking cessation. The results of the two sets of
placebo controlled trials can also be used to indirectly
compare the active treatments. Compared with pla-
cebo, the magnitude of treatment effect of bupropion
(odds ratio 0.51, 95% confidence interval 0.36 to 0.73)
was similar to that of nicotine replacement therapy
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(0.57, 0.48 to 0.67). Therefore it could be indirectly
concluded that the treatments were equally effective.
The adjusted indirect comparison can also be formally
done, using one of several sound methods. The result
of adjusted indirect comparison suggests that bupro-
pion was as effective as nicotine replacement therapy
for smoking cessation (0.90, 0.61 to 1.34), although the
confidence interval is wide. The validity of the adjusted
indirect comparison depends on a similarity assump-
tion, assuming that the two sets of placebo controlled
trials are sufficiently similar for moderators of relative
treatment effect.

Comparison of direct and indirect estimates
The result of the head to head comparison trial sug-
gested that bupropionwasmore effective than nicotine
replacement therapy for smoking cessation (0.48, 0.28
to 0.82). The discrepancy between the direct and indir-
ect estimate was marginally significant (I2=71%,
P=0.06). Statistical methods are available to combine
the results of direct and indirect evidence (combined
odds ratio 0.68, 95% confidence interval 0.37 to 1.25).
A consistency assumption is, however, required to
combine the estimates. The combination of inconsis-
tent evidence fromdifferent sourcesmay provide inva-
lid and misleading results.
To improve statistical power, evidence generated by

indirect comparison can be combined with evidence
from head to head trials,9-11 facilitated by the develop-
ment of network meta-analysis12 and Bayesian hier-
archical models for mixed treatment comparisons.13

Empirical evidence indicates that the results of an
adjusted indirect comparison usually but not always
agree with the results of direct comparison trials.4

Recently, conflicting evidence has emerged about the
validity of indirect comparison,6 therefore the poten-
tial usefulness of adjusted indirect comparison is still
overshadowed by concern about bias resulting from
its misuse.
Existing statistical methods for adjusted indirect

comparison and mixed treatment comparison are
unbiased, but only if some assumptions are fulfilled.2

The description of important assumptions underlying
indirect comparison may not be clear in some metho-
dological studies. For mixed treatment comparison it

was noted that “the only additional assumption is that
the similarity of the relative effects of treatment holds
across the entire set of trials, irrespective of which treat-
ments were actually evaluated.”9 However, the addi-
tional assumption may hold to a subset of trials but
not across the entire set of trials. We suggest a frame-
work to delineate the main assumptions related to
indirect and mixed treatment comparison (figure).
Assumptions concerning adjusted indirect compari-

son andmixed treatment comparison are similar to but
more complex than the underlying assumption for
standardmeta-analysis. At least three issues of compar-
ability need consideration: a homogeneity assumption
for each meta-analysis, where different trials are suffi-
ciently homogeneous and estimate the same treatment
effect (fixed effect model) or different treatment effects
distributed around a typical value (random effects
model); a similarity assumption for individual adjusted
indirect comparison, where trials are similar for mod-
erators of relative treatment effect; and a consistency
assumption for the combination of evidence from dif-
ferent sources (figure).
We report findings from a survey of methodological

problems in the applicationof indirect andmixed treat-
ment comparison.

METHODS

We searched PubMed for systematic reviews or meta-
analyses published between 2000 and 2007 in which
indirect comparison had been explicitly used (see
bmj.com). The titles and abstracts of retrieved refer-
ences were independently assessed by two reviewers
to identify relevant reviews.
We extracted data on clinical indications, inter-

ventions compared, comprehensiveness of the litera-
ture search for trials used in indirect comparison,
methods for indirect comparison, and whether direct
evidence from head to head comparison trials was also
available. We examined whether the assumption of
similarity was explicitly mentioned and whether any
efforts were made to investigate or improve the simi-
larity of trials for indirect comparison. One reviewer
extracted data and another checked each study.

RESULTS

Overall, 88 review reports (91 publications) were
included: 59 were reviews of effectiveness of inter-
ventions, 19 were reports of health technology assess-
ment or cost effectiveness analysis, six were Cochrane
reviews, and four were reviews used to illustrate meth-
ods for indirect comparisons.
Indirect comparisonwas used to evaluate drug inter-

ventions in 72 of the reviews: 43 compared drugs of
different classes, 17 drugs of the same class, and 10
different formats or modes of delivery of the same
drug. Two reviews compared the relative efficacy of
an active drug with placebo. Non-drug interventions
were indirectly compared in 16 reviews.
The most commonly used approach (49/88) was the

adjusted indirect comparison using classic frequentist
methods (see bmj.com). More complex methods

Pooling of trials
comparing intervention

A with C

Adjusted indirect comparison of trial comparing intervention
A with B, using intervention C as common comparator

Comparison or combination of direct and indirect
estimates for comparing intervention A with B

Pooling of trials
comparing intervention

B with C

Pooling of trials
comparing intervention

A with B

Homogeneity

Homogeneity and
similarity of trial

Homogeneity,
similarity of trial,
and consistency
of evidence

Levels of
assumptions

Two sets of trials used in
adjusted indirect comparison

Head to head
comparison trials

Assumptions underlying adjusted indirect and mixed treatment comparison
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(network or Bayesian hierarchical meta-analysis) were
used in 18 reviews. In 13 reviews, indirect comparison
was informal, without calculation of relative effects or
testing for statistical significance. In six reviews results
from different trials were naively compared without
using a common treatment control.
Direct evidence fromhead to head comparison trials

was available in 40 reviews (see bmj.com), including15
that used simple adjusted methods, 16 that used com-
plex methods, and six that used informal methods.
Compared with simple adjusted methods, complex
methods were more likely to be used to combine the
direct and indirect evidence.Where direct comparison
was available, direct and indirect evidence were com-
bined in 15 of the reviews that used complex methods
and in only two of the reviews that used simple meth-
ods (see bmj.com). Furthermore, direct and indirect
evidence were less likely to be explicitly compared in
reviews that used complex rather than simplemethods
(9 v 11).
The assumption of trial similarity was explicitly

mentioned or discussed in only 40 reviews (see
bmj.com). Explicit mention of the similarity assump-
tion was associated with efforts to examine or improve
the similarity between trials for indirect comparisons
(30/40 v 19/48). Methods to investigate or improve
trial similarity included subjective judgment by a com-
parison of study characteristics (n=26) and subgroup
and metaregression analysis to identify or adjust for
possible moderators of treatment effects (n=23). The
assumption of consistency was not explicit in most
cases where direct and indirect evidence were com-
pared or combined (18/30; see bmj.com).
In eight reviews, indirect comparison was based on

data from other published systematic reviews or meta-
analyses (see bmj.com). Evidence from head to head
comparison trials was not systematically searched for
or not included in nine cases (see bmj.com).

DISCUSSION

Indirect comparison is being increasingly used for the
evaluation of a wide range of healthcare interventions.
In this study, 16 of the 88 included reviewswere health
technology assessment reports. In many such reports,
indirect comparison had not been done for clinical
effectiveness but was used in the economic evaluation.
In the literature, several related but different

assumptions underlying adjusted indirect comparison
(figure) have not been clearly distinguished, resulting
in methodological and practical problems in the inter-
pretation of indirect or mixed treatment comparison.
Theproblems include unclear understanding of under-
lying assumptions, inappropriate search and selection
of relevant trials, use of inappropriate or flawed meth-
ods, lack of objective and validated methods to assess
or improve trial similarity, and inadequate comparison
or inappropriate combination of direct and indirect
evidence.
Indirect comparison was explicit but informal in 13

reviews—neither relative effects nor statistical signifi-
cance were calculated. Since the use of indirect com-
parison is often inevitable, a more explicit and formal
approach is preferable. In six reviews, the results from
individual arms of different trials were compared
naively as if they were from one controlled trial. This
approach is flawed because the strength of randomisa-
tion is disregarded.2

The strength of randomisation could be preserved in
adjusted indirect comparison. The most common sce-
nario was the indirect comparison of two competing
interventions adjusted by common comparators
using classic frequentist methods (including simple
metaregression). The advantages of the simple meth-
ods include ease of use and transparency. However,
when there are several alternative interventions to be
compared, the simple adjusted indirect comparison
may become inconvenient. More complex methods,
such as network meta-analysis, are being increasingly
used to make simultaneous comparisons of multiple
interventions.10 12 13 These methods treat all included
interventions equally rather than focusing on one par-
ticular comparison of two interventions.
Subgroup analysis and metaregression are com-

monly used to assess or improve trial similarity for
adjusted indirect comparison (see bmj.com).Their use-
fulness may be limited because the number of trials
involved in adjusted indirect comparison was usually
small and it was uncertainwhether the important study
level variables were reported in all relevant trials.
Trial similarity was often assessed by examining het-

erogeneity across trials and by a narrative comparison
of trial characteristics for the different treatment com-
parisons being included, which may be deemed infor-
mal and subjective.
When data from head to head comparison trials are

available, consideration needs to be given to whether
an indirect comparison is justifiedwhendirect compar-
ison trials are available; any discrepancies between
direct and indirect evidence need to be sensibly

A simple example of indirect comparison

The case study compared bupropion with nicotine replacement therapy patch for smoking

cessation.6 The outcome was the number of smokers who failed to quit at 12 months

(table). Indirect comparison can be made using two sets of randomised controlled trials:

nine that compared bupropion with placebo and 19 that compared nicotine replacement

therapy with placebo. One trial also compared bupropion with nicotine replacement

therapy.7

Number of smokers failing to quit at 12 months, according to treatment group

Comparison
No of
trials Odds ratio (95% CI) I2 (%)

Bupropion v placebo 9 0.51 (0.36 to 0.73) 54

NRT patch v placebo 19 0.57 (0.48 to 0.67) 12

Bupropion v NRT patch:

Direct comparison 1 0.48 (0.28 to 0.82) —

Adjusted indirect
comparison

9+19 0.90 (0.61 to 1.34) —

Combined (direct
+indirect)

1+(9+19) 0.68 (0.37 to 1.25) 71

NRT=nicotine replacement therapy.

See Bucher et al5 and Song et al4 for indirect comparison methods. Random effects model was used in

meta-analyses of trials and for combination of direct and indirect estimates.8
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interpreted; and could direct evidence be combined
with the results of indirect comparison.
It is controversialwhether indirect evidence needs to

be consideredwhen there is evidence fromdirect com-
parison trials.5 9 Indirect comparison was considered
helpful by authors of the 40 reviews in which both
direct and indirect evidence were available. Such evi-
dence was less likely to be explicitly compared and
more likely to be combined in reviews that used com-
plex rather than simple methods (see bmj.com). Since
the evidence consistency is usually assessed informally
and subjectively,9 transparency is important to allow
others to make their own judgment.
Reviews may include trials with three or more arms.

Some reviews separately compared two active treat-
ments with placebo within the same trial, and then
the results of two separate comparisons were used in
adjusted indirect comparison. This downgrades direct
evidence to indirect evidence, reduces precision, and
uses data from the same placebo arm twice.
In nine reviews, direct comparison trials were

excluded or not searched for systematically. In reviews
that included only placebo controlled trials, it was
often unclear whether there were other active treat-
ment controlled trials that could also be used for
adjusted indirect comparison. Some indirect compari-
sons seemed to be done on an ad hoc basis, using data
from existing systematic reviews and meta-analyses.

Reviews were included in this survey only if the
indirect comparison was explicit in their titles and
abstracts, and if they were indexed in PubMed. Thus
we may have missed reports with indirect compari-
sons. Missed reviews may have been less explicit and
less formal than included ones, therefore not men-
tioned in the abstract.

Empirical evidence on the validity of indirect and
mixed treatment comparison is still limited and many
questions remain unanswered. In addition, there is
only limited empirical evidence to show that improved
trial similarity is associated with improved validity of
indirect and mixed treatment comparison.

Contributors: See bmj.com.
Funding: No specific funding was received for this study.
Competing interests: None declared.
Ethical approval: Not required.

1 Pocok SJ. Clinical trials: a practical approach. New York: Wiley, 1996.

2 Glenny AM, Altman DG, Song F, Sakarovitch C, Deeks JJ, D’Amico R,
et al. Indirect comparisons of competing interventions. Health
Technol Assess 2005;9:1-134.

3 Ioannidis JP. Indirect comparisons: the mesh andmess of clinical
trials. Lancet 2006;368:1470-2.

4 Song F, Altman DG, Glenny AM, Deeks JJ. Validity of indirect
comparison for estimating efficacy of competing interventions:
empirical evidence from published meta-analyses. BMJ
2003;326:472-5.

5 Bucher HC, Guyatt GH, Griffith LE,Walter SD. The results of direct and
indirect treatment comparisons in meta-analysis of randomized
controlled trials. J Clin Epidemiol 1997;50:683-91.

6 Song F, Harvey I, Lilford R. Adjusted indirect comparisonmay be less
biased than direct comparison for evaluating new pharmaceutical
interventions. J Clin Epidemiol 2008;61:455-63.

7 Jorenby DE, Leischow SJ, Nides MA, Rennard SI, Johnston JA,
Hughes AR, et al. A controlled trial of sustained-release bupropion, a
nicotine patch, or both for smoking cessation. N Engl J Med
1999;340:685-91.

8 DerSimonian R, Laird N. Meta-analysis in clinical trials. Control Clin
Trials 1986;7:177-88.

9 Caldwell DM, Ades AE, Higgins JP. Simultaneous comparison of
multiple treatments: combining direct and indirect evidence. BMJ
2005;331:897-900.

10 Higgins JP, Whitehead A. Borrowing strength from external trials in a
meta-analysis. Stat Med 1996;15:2733-49.

11 Song F, Glenny AM, Altman DG. Indirect comparison in evaluating
relative efficacy illustrated by antimicrobial prophylaxis in colorectal
surgery. Control Clin Trials 2000;21:488-97.

12 Lumley T. Networkmeta-analysis for indirect treatment comparisons.
Stat Med 2002;21:2313-24.

13 Lu G, Ades AE. Combination of direct and indirect evidence in mixed
treatment comparisons. Stat Med 2004;23:3105-24.

Accepted: 10 November 2008

WHAT IS ALREADY KNOWN ON THIS TOPIC

Indirect comparisons can be valid if some basic
assumptions are fulfilled

The related but different methodological assumptions have
not been clearly distinguished

WHAT THIS STUDY ADDS

Certainmethodological problemsmay invalidate the results
of evaluations using indirect comparison approaches

Understanding basic assumptions underlying indirect and
mixed treatment comparison is crucial to resolve these
problems

A framework can help clarify homogeneity, similarity, and
consistency assumptions underlying adjusted indirect
comparisons
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Total mortality after changes in leisure time physical 
activity in 50 year old men: 35 year follow-up of 
population based cohort 
Liisa Byberg,1 Håkan Melhus,2 Rolf Gedeborg,3 Johan Sundström,4 Anders Ahlbom,5 Björn Zethelius,6 Lars G 
Berglund,7 Alicja Wolk,8 Karl Michaëlsson1

confounders including smoking, obesity, self per-
ceived health, and morbidity, and in classic risk fac-
tors for mortality including hypertension and total 
cholesterol concentration. We also adjusted our esti-
mates for socioeconomic group and educational level. 
Potential sources of bias that might conservatively 
influence our results include assessment of physical 
activity by questionnaire and adjustment for variables 
that can be regarded not only as confounders but 
also as intermediates on the causal pathway—such as 
perceived health, body weight, and diabetes. 

Generalisability to other populations
The generalisability to women is yet to be deter-
mined. Mechanisms and reasons for an active choice 
to increase physical activity are not fully understood 
and may be different in other populations.

Study funding/potential competing interests
All researchers are independent of the study funders, 
the Swedish Research Council.

Study question  How does increased physical activity 
after middle age influence mortality and what is the size 
of the effect in comparison with smoking cessation?

Summary answer Increased physical activity in middle 
age increases longevity after an induction period of up 
to 10 years of no benefit. After 10 years of follow-up, 
however, increased physical activity between the ages 
50 and 60 halved mortality compared with continued 
inactivity, and the effect was similar to that seen after 
smoking cessation (compared with continued smoking).

Participants and setting
Participants in our study were 50 year old men in 
Uppsala, Sweden, who were examined in 1970-3 and 
re-examined at ages 60, 70, 77, and 82 years.

Design, size and duration
We individually linked the 2205 men in this popu-
lation based cohort with the population register. At 
the end of follow-up in 2006, 1329 of the men had 
died. Information on physical activity was obtained 
by questionnaire at each examination and was cat-
egorised as low, medium, and high. We used time 
updated variables in our analyses, taking changes 
over time into account. We studied changed physi-
cal activity between 50 and 60 years in 1759 men 
who participated in both examinations, of whom 998 
died.

Main results and the role of chance
Mortality (per 1000 person years) was 27.1, 23.6, 
and 18.4 in the groups with low, moderate, and high 
physical activity, respectively. Men who increased 
their physical activity level between the ages of 50 
and 60 continued to have higher mortality during the 
first five years of follow-up compared with unchanged 
high physical activity (adjusted hazard ratio 2.64, 95% 
confidence interval 1.32 to 5.27). Given the small 
numbers of deaths, we are reluctant to place a strong 
emphasis on this higher risk, especially as mortality 
was not higher than that in men who continued to 
be sedentary. After 10 years of follow-up, increased 
physical activity was associated with reduced mortal-
ity to the level of men with unchanged high physical 
activity (adjusted hazard ratio 1.10, 0.87 to 1.38). The 
impact of increased physical activity on mortality was 
on a par with the effect of smoking cessation and 
independent of potential confounders (see figure).

Bias, confounding, and other reasons for caution
We took account of changes over time in potential 
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EFFECT OF CHANGED PHYSICAL ACTIVITY AND SMOKING
STATUS ON MORTALITY RISK 10 YEARS LATER 
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For Research articles, we routinely post the full version 
only on bmj.com, and prepare an abridged version for the 
print journal. 

To increase readership of research articles in the print 
BMJ and to give authors more control over the abridging, 
we are piloting a new way of abridging research articles 
for the print BMJ—publishing what is essentially an 
evidence abstract called BMJ pico. We hope that you 
will want to take part in this pilot if your research article 
is accepted. There is no need to prepare a BMJ pico in 
advance, however—please wait until we have offered to 
publish your article.
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