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Appendicitis, mesenteric lymphadenitis, and subsequent
risk of ulcerative colitis: cohort studies in Sweden and
Denmark

Morten Frisch,1 Bo V Pedersen,1 Roland E Andersson2,3

ABSTRACT

Objective To determine whether the repeatedly observed

low risk of ulcerative colitis after appendicectomy is

related to the appendicectomy itself or the underlying

morbidity, notably appendicitis or mesenteric

lymphadenitis.

Design Nationwide cohort studies.

Setting Sweden and Denmark.

Participants 709353 Swedish (1964-2004) and Danish

(1977-2004) patients who had undergone

appendicectomy were followed up for subsequent

ulcerative colitis. The impact of appendicectomy on risk

was also studied in 224483 people whose parents or

siblings had inflammatory bowel disease.

Main outcome measures Standardised incidence ratios

and rate ratios as measures of relative risk.

Results During 11.1 million years of follow-up in the

appendicectomy cohort, 1192 patients developed

ulcerative colitis (10.8 per 100000 person years).

Appendicectomy without underlying inflammation was not

associated with reduced risk (standardised incidence ratio

1.04, 95% confidence interval 0.95 to1.15). Before the age

of 20, however, appendicectomy for appendicitis (0.45,

0.39 to 0.53) or mesenteric lymphadenitis (0.65, 0.46 to

0.90) was associated with significant risk reduction. A

similar pattern was seen in those with affected relatives,

whose overall risk of ulcerative colitis was clearly higher

than the background risk (1404 observed v 446 expected;

standardised incidence ratio 3.15, 2.99 to 3.32). In this

cohort, appendicectomy without underlying appendicitis

did not modify risk (rate ratio 1.04, 0.66 to 1.55, v no

appendicectomy), while risk after appendicectomy for

appendicitis was halved (0.49, 0.31 to 0.74).

Conclusions In individuals with or without a familial

predisposition to inflammatory bowel disease, appendicitis

and mesenteric lymphadenitis during childhood or

adolescence are linked to a significantly reduced risk of

ulcerative colitis in adulthood. Appendicectomy itself does

not protect against ulcerative colitis.

INTRODUCTION

Many case-control studies have linked appendicect-
omy to a significantly reduced risk of ulcerative
colitis.1 Two cohort studies also provide support for
an inverse association,2 3 but relative risk estimates

were less extreme than those reported in case-control
studies. We combined national cohort data for all
recorded appendicectomies in Sweden and Denmark
up to 2004 to give a cohort of over 700 000 patients.
We therefore had unprecedented statistical power to
address the central question: is it appendicectomy itself
or rather the underlying morbidity (notably, appendi-
citis or mesenteric lymphadenitis) that is responsible
for the reduced incidence of ulcerative colitis in people
with a history of appendicectomy?

METHODS

We used data from population based hospital dis-
charge registries in Sweden and Denmark to identify
patients who underwent appendicectomy and charac-
terise them according to underlying diagnoses, sex,
and age at the time of operation.

Appendicectomy cohort

We identified 446 968 patients in Sweden who under-
went appendicectomy during the 41 year period 1964-
2004. After exclusions the final cohort consisted of
443 761 patients (245 623 women and 198 138 men),
representing 99.3% of all recorded appendicectomy
patients in Sweden for 1964-2004.

We identified 273099 patients in Denmark who
underwent appendicectomy during the 28 year period
1977-2004. After exclusions the final cohort consisted of
265592 patients (152256 women and 113336 men),
representing 97.3% of all appendicectomy patients in
Denmark for the period 1977-2004. See bmj.com for
details of registries and coding in Sweden andDenmark.

Familial predisposition

We linked hospital admission data with family infor-
mation in Statistics Sweden and the Danish Civil
Registration System, continuously updated demo-
graphic databases. We identified 164 955 Swedes and
59 528 Danes for whom amother, a father, or a sibling
had a record of inflammatory bowel disease (ulcerative
colitis, Crohn’s disease, or both) at any time between
1964 and2004 in Swedenor between 1977 and 2004 in
Denmark.
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Ulcerative colitis outcomes

We identified ulcerative colitis outcomes in the hospi-
tal discharge registries. Because associations with
appendicectomy differ considerably between ulcera-
tive colitis and Crohn’s disease,2-4 we restricted our
analysis to patients with unambiguous records of
ulcerative colitis. We identified 31 577 first inpatient
hospital contacts for ulcerative colitis in Sweden in
1964-2004 and 16 808 in Denmark in 1977-2004.
Based on the distribution of sex, age, and calendar
year for patients with ulcerative colitis and person
time at risk in the underlying general population, we
generated a set of incidence rates for ulcerative colitis
for each country in strata of sex, age, and calendar year.

Statistical analysis

Weused twomeasures for the relative risk of ulcerative
colitis in the appendicectomy cohort and the cohort
with familial predisposition to inflammatory bowel dis-
ease.We used the standardised incidence ratio to com-
pare the incidence of ulcerative colitis in these cohorts
with the incidence in the underlying general popula-
tion (external comparison) and rate ratios to study dif-
ferences in rates between cohort categories (internal
comparison). The standardised incidence ratiowas cal-
culated as the ratio of the observed number of diag-
noses of ulcerative colitis to the number expected
based on background rates in the general population.
We performed multiple Poisson regressions to

obtain rate ratios for comparisons between groups of
appendicectomy cohort members with different pro-
files of explanatory variables and confounders. We
also used multiple Poisson regression to obtain rate
ratios for the evaluation of the impact of appendicect-
omy and the disease underlying the appendicectomy
on risk in the cohort with familial predisposition to
inflammatory bowel disease. See bmj.com.

RESULTS

The Swedish and Danish cohorts comprised 709 353
patients who had undergone appendicectomy. The
combined cohort was followed for the occurrence of
ulcerative colitis for 11.1 million person years after
appendicectomy. Overall, with a total of 1192 cases
occurring in the two countries, the crude rate was 10.8/
100 000 person years. The incidence of ulcerative coli-
tis in people who had undergone appendicectomy was
12% lower in Sweden (standardised incidence ratio
0.88, 95% confidence interval 0.82 to 0.94) and 11%
lower in Denmark (0.89, 0.80 to 0.99), with no signifi-
cant difference between the two countries (P=0.76).
We present all subsequent results for the combined
cohort.

Standardised incidence ratios of ulcerative colitis after

appendicectomy

By age at appendicectomy—Appendicectomies per-
formed in childhood or adolescence were associated
with almost 50% reduction in incidence of ulcerative
colitis (0.51, 0.37 to 0.70, and 0.54, 0.47 to 0.62, for
appendicectomies before the age of 10 and from age

10 to 19, respectively). Standardised incidence ratios
gradually increased with age at appendicectomy
(P<0.001) with no indication of a reduced incidence
of ulcerative colitis in cohort members aged 30 or
more at appendicectomy.

By time since appendicectomy—Standardised incidence
ratios depended significantly on the time interval since
the appendicectomy (P<0.001). The risk of ulcerative
colitis was higher in the first five years after appendi-
cectomy—notably, in the first six months after the
operation (2.04, 1.63 to 2.56)—whereas it was consis-
tently reduced in time intervals 10 or more years after
appendicectomy.

By underlying disease—The incidence ratio also varied
considerably according to the underlying disease lead-
ing to the appendicectomy.About 68%of cohortmem-
bers who had surgery because of appendicitis had
significantly reduced incidence (0.83, 0.77 to 0.89).
Likewise, cohort members with a diagnosis of mesen-
teric lymphadenitis were at reduced risk (0.65, 0.49 to
0.86). In contrast, those who had surgery for reasons
other than appendicitis or mesenteric lymphadenitis
experienced no unusual risk (1.04, 0.95 to 1.15).
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models with similar effect of time since appendicectomy in

compared groups
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Rate ratios of ulcerative colitis by age <20 v ≥20 at

appendicectomy

Details of Poisson regression analysis and rate ratios
for ulcerative colitis by age at appendicectomy and
time since appendicectomy are on bmj.com. We used
Poisson regression to evaluate the role of the underly-
ing disease in subsets of young (<20 years) and older
(≥20) patients (figure). Among the younger patients,
risk was significantly lower in those with appendicitis
or mesenteric lymphadenitis compared with those
with other disease (P<0.001). In contrast, among
older patients, there was no significant difference in
rates between those with underlying appendicitis or
mesenteric lymphadenitis and those without (P=0.48).

Role of appendicectomy in people with familial

predisposition

We also studied risk among 224 483 individuals whose
parents or siblings had inflammatory bowel disease
(table). The number of cases during 4.2 million person
years of follow-up exceeded the expected number
based on rates in the underlying general populations
of Sweden and Denmark (1404 observed v 446
expected; standardised incidence ratio 3.15, 2.99 to
3.32). Poisson regression analysis controlled for age,
calendar period, and type of relative showed no differ-
ence between rates in relatives who retained their
appendix intact (reference group) and relatives who
underwent appendicectomy without appendicitis. In
contrast, risk in relatives who underwent appendicect-
omy for appendicitis was significantly reduced, a pat-
tern seenwhether the affected relativewas a parent or a
sibling. By introducing interaction terms in the Poisson
regression models between appendicectomy status on
one side and country (P=0.67) or sex (P=0.16) on the
other, we found that the observed risk reduction asso-
ciated with appendicectomy for appendicitis (v no
appendicectomy) was consistent for Swedish (0.45,
0.25 to 0.73) and Danish (0.63, 0.27 to 1.24) relatives
and identical for female (0.49, 0.25 to 0.87) and male
(0.49, 0.26 to 0.85) relatives of patients with inflamma-
tory bowel disease.

DISCUSSION

Key findings

Weobserved significantly fewer subsequent diagnoses
of ulcerative colitis in patients who had undergone

appendicectomy, the association being restricted to
appendicectomies for appendicitis or mesenteric lym-
phadenitis before the age of 20. Others have observed
this age restriction,5-7 but we also showed that, without
appendicitis or mesenteric lymphadenitis, appendi-
cectomy has no impact on subsequent risk, even
when done in childhood or adolescence. The analysis
of risk in individuals with a familial predisposition to
inflammatory bowel disease corroborates this view.

Possible mechanisms linking appendicitis in childhood to

low risk of ulcerative colitis

Onemechanism could be that inflammatory responses
elicited during the course of childhood appendicitis or
mesenteric lymphadenitis somehow induce longlast-
ing immunological changes in the colonic mucosa,
which eventually protect these individuals from devel-
oping ulcerative colitis (beneficial inflammation
hypothesis).

A second mechanism could be that an, as yet,
uncharacterised genetic trait that confers protection
against ulcerative colitis might be closely linked to
susceptibility genes for appendicitis or, in reverse,
susceptibility genes for ulcerative colitis might be
closely linked to an unknown genetic trait that pro-
tects against appendicitis (linkage disequilibrium
hypothesis).
Thirdly, an aetiological mechanism might involve

an environmental or microbial factor associated with
increased risk of appendicitis and reduced risk of
ulcerative colitis or the reverse, a factor associated
with protection against appendicitis and increased
risk (antagonistic risk factor hypothesis).

Finally, constitutional factors associated with a pre-
ference for immune responses orchestrated by Th1 or
Th2 cells might differ between patients developing
appendicitis and those developing ulcerative colitis
(constitutional immunity hypothesis). See bmj.com.

Strengths of the study

The prospective nature of our historical cohort
analyses eliminated potential information and
selection biases and other methodological problems
that are often encountered in case-control studies.
Other strengths include the size of our cohort and
the truly population based data sources we used to

Rate ratios* (RR) with 95% confidence intervals for ulcerative colitis according to appendicectomy status in cohort of 224 483 people with familial

predisposition to inflammatory bowel disease, Sweden (1964-2004) and Denmark (1977-2004). Figures are numbers of cases of ulcerative colitis per person

years at risk

Relative with
inflammatory bowel
disease

No appendicectomy Appendicectomy, no appendicitis Appendicectomy + appendicitis

Cases/person years RR (95% CI) Cases/person years RR (95% CI) Cases/person years RR (95% CI)

Parent or sibling† 1361/4 047 047 1‡ 22/52 608 1.04 (0.66 to 1.55) 21/102 211 0.49 (0.31 to 0.74)

Parent 854/2 803 351 1‡ 12/30 195 1.01 (0.54 to 1.71) 11/61 385 0.43 (0.22 to 0.75)

Sibling 551/1 281 094 1‡ 10/23 118 1.01 (0.51 to 1.79) 10/42 050 0.54 (0.27 to 0.96)

*Adjusted for age, calendar period (both in one year intervals with restricted cubic splines), and type of relative with inflammatory bowel disease (parent, sibling, or both).

†Some cases of ulcerative colitis (n=44) occurred in patients with familial predisposition to inflammatory bowel disease through both parent and sibling.

‡Reference category.
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characterise cohort members and identify ulcerative
colitis outcomes.
In addition to presenting standardised incidence

ratios we also compared rates between strata of the
appendicectomy cohort by means of Poisson regres-
sion, which showed that both young age and appendi-
citis or mesenteric lymphadenitis had to be present to
confer a low risk of ulcerative colitis.

Limitations of the study

We relied on routinely collected data fromhealth and
administrative registers, which are not primarily set
up for research purposes. Also hospital discharge
data account only for those treated as inpatients.
Like most previous studies we were unable to adjust
for smoking, the only behavioural factor that has
been linked consistently to risk. Major confounding,
however, is unlikely because a strong inverse associa-
tion between appendicectomy and risk was also
observed in previous studies that took smoking into
account.8 9 Also, in light of the considerably higher
prevalence of smokers in Denmark than in Sweden
(35% v 19% among men and 43% v 25% among
women aged ≥25 years), it is reassuring that we
obtained almost identical results in country specific
analyses.

Clinical implications

Our findings should put an end to speculations about
possible prophylactic capabilities of appendicectomy.
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WHAT IS ALREADY KNOWN ON THIS TOPIC

Appendicectomy has been associated with low risk of
ulcerative colitis, but the reason for this inverse relation
remains controversial

Appendicectomy has been suggested as a possible
prophylactic procedure in individuals with a predisposition
to ulcerative colitis

WHAT THIS STUDY ADDS

Appendicectomy for appendicitis or mesenteric
lymphadenitis in childhoodoradolescence,butnot after the
age of 20, is linked to a reduced risk of ulcerative colitis

Appendicectomy itself does not protect against the
development of ulcerative colitis
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submit an article do so via our online editorial office at
http://submit.bmj.com.

All original research articles are submitted, althoughwe
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we see it in abstract form, or if the authorsmake an inquiry
about the suitability of their work before submission.

We are also pleased to consider submitted articles for
sections which carry a mix of commissioned and
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submitting your article. Some types of article—news,
features, observations, head to head, views and reviews—
are commissioned by the editors.
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Predicting risk of type 2 diabetes in England and Wales:

prospective derivation and validation of QDScore

Julia Hippisley-Cox,1 Carol Coupland,1 John Robson,2 Aziz Sheikh,3 Peter Brindle4

ABSTRACT

Objective To develop and validate a new diabetes risk

algorithm (the QDScore) for estimating 10 year risk of

acquiring diagnosed type 2 diabetes over a 10 year time

period in an ethnically and socioeconomically diverse

population.

Design Prospective open cohort study using routinely

collected data from 355 general practices in England and

Wales to develop the score and from 176 separate

practices to validate the score.

Participants 2540753 patients aged 25-79 in the

derivation cohort, who contributed 16436 135 person

years of observation and of whom 78081 had an incident

diagnosis of type 2 diabetes; 1 232832 patients

(7 643037 person years) in the validation cohort, with

37535 incident cases of type 2 diabetes.

Outcome measures A Cox proportional hazards model

was used to estimate effects of risk factors in the

derivation cohort and to derive a risk equation inmen and

women. The predictive variables examined and included

in the final model were self assigned ethnicity, age, sex,

body mass index, smoking status, family history of

diabetes, Townsend deprivation score, treated

hypertension, cardiovascular disease, and current use of

corticosteroids; the outcome of interest was incident

diabetes recorded in general practice records. Measures

of calibration and discrimination were calculated in the

validation cohort.

Results A fourfold to fivefold variation in risk of type 2

diabetes existed between different ethnic groups.

Compared with the white reference group, the adjusted

hazard ratio was 4.07 (95% confidence interval 3.24 to

5.11) for Bangladeshi women, 4.53 (3.67 to 5.59) for

Bangladeshi men, 2.15 (1.84 to 2.52) for Pakistani

women, and 2.54 (2.20 to 2.93) for Pakistani men.

Pakistani and Bangladeshi men had significantly higher

hazard ratios than Indian men. Black African men and

Chinese women had an increased risk compared with the

corresponding white reference group. In the validation

dataset, the model explained 51.53% (95% confidence

interval 50.90 to 52.16) of the variation in women and

48.16% (47.52 to 48.80) of that in men. The risk score

showed good discrimination, with a D statistic of 2.11

(95% confidence interval 2.08 to 2.14) in women and

1.97 (1.95 to 2.00) inmen. Themodelwaswell calibrated.

Conclusions The QDScore is the first risk prediction

algorithm to estimate the 10 year risk of diabetes on the

basis of a prospective cohort study and including both

social deprivation and ethnicity. The algorithm does not

need laboratory tests and can be used in clinical settings

and also by the public through a simple web calculator

(www.qdscore.org).

INTRODUCTION

Evidence from randomised controlled trials shows that
behavioural or pharmacological interventions can pre-
vent type 2 diabetes in up to two thirds of high risk
cases.1-4 Cost effectiveness modelling suggests that
screening programmes aid earlier diagnosis and help
to prevent type 2 diabetes or improve outcomes in
people who develop the condition.5 6 Early detection
is important, as up to half of people with newly
diagnosed type 2 diabetes have one or more
complications at the time of diagnosis.7

No widely accepted diabetes risk prediction score
has been developed and validated for use in routine
clinical practice. Previous studies have been limited by
size,8 and some have performed inadequately when
tested in ethnically diverse populations.9 A diabetes
risk prediction tool with weightings for both social
deprivation and ethnicity is needed given the preva-
lence of type 2 diabetes, particularly among minority
ethnic communities.10

We present the derivation and validation of a new
risk prediction algorithm for assessing the risk of devel-
oping type 2 diabetes with appropriate weightings for
ethnicity and social deprivation. We based the algo-
rithm (theQDScore) on variables that are readily avail-
able in electronic health records, enabling it to be
readily and cost effectively implemented in routine
clinical practice.

METHODS

Study design and data source

We did a prospective cohort study in a large population
of primary care patients from the QResearch database.
This is a large, validatedprimary care electronic database
containing the health records of 11million patients regis-
tered with 551 general practices. Practices and patients
are nationally representative for England andWales.11

Practice selection—We included all practices in Eng-
land andWales who had been using the EgtonMedical
Information System (EMIS) computer system for at
least a year.We randomly allocated two thirds of prac-
tices to the derivation dataset and the remaining third
to the validation dataset.
Cohort selection—We identified an open cohort of

patients aged25-79 years drawn frompatients registered
with practices between 1 January 1993 and 31 March
2008. We excluded patients with a prior recorded diag-
nosis of diabetes, and thosewho did not have a postcode
related Townsend deprivation score (about 4% of the
population). Censor points were diagnosis of type 2 dia-
betes, death, deregistration with the practice, last upload
of computerised data, or the study end date.
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Primary outcomes

Our primary outcome measure was the first diagnosis
of type 2 diabetes mellitus as recorded on the general
practice computer records.

Diabetes risk factors

We examined the following variables for inclusion in
our analysis, all of which are known or thought to affect
risk of developing diabetes 812-18: self assigned ethnicity;
age; bodymass index; smoking status; Townsend depri-
vation score; history of diabetes in a first degree relative;
cardiovascular disease at baseline; treated hypertension
at baseline; systemic corticosteroids at baseline. For
bodymass index and smoking status, we used the values
recorded closest to the study entry date.

Model derivation and development

Weused aCoxproportional hazardsmodel to estimate
the coefficients and hazard ratios associated with each
potential risk factor for the first ever recorded diagno-
sis of diabetes for men and women separately. We
tested for interactions between each variable and age
and between smoking and deprivation and included
significant interactions in the final model. We used
multiple imputation to replace missing values for
smoking status and body mass index.
We took the regression coefficient for each variable

from the final model and used these as weights for the
new disease risk equations for type 2 diabetes.We com-
bined these weights with the baseline survivor function
for diagnosis of diabetes evaluated at 10 years toderive a
risk equation for 10 years’ follow-up.
We compared our finalmodel with three othermod-

els in order to determine the additional contribution to
the fit and performance of the model of including both
ethnicity and deprivation in the algorithm.

Validation of the QDScore

We tested the performance of the final algorithm (the
QDScore) in the validation dataset. We calculated the
mean predicted risk and the observed risk of diabetes
at 10 years and compared these by 10th of predicted
risk. The observed risk at 10 years was obtained by
using the 10 year Kaplan-Meier estimate. We calcu-
lated the Brier score (a measure of goodness of fit),19

D statistic (a measure of discrimination),20 and an R2

statistic (a measure of explained variation for survival
data).21 We also calculated the area under the receiver
operator curve. We compared the performance of the
QDScore with the Cambridge risk score.8 We calcu-
lated the proportion of patients in the validation sam-
ple who had an estimated 10 year risk of diagnosed
diabetes of ≥10%, ≥15%, ≥20%, ≥30%, ≥40%, and
≥50% by age, sex, ethnic group, and deprivation
according to the QDScore.

RESULTS

Description of the derivation and validation dataset

Overall, 531UKpracticesmet our inclusion criteria, of
which 355 were randomly assigned to the derivation
dataset and 176 to the validation dataset.We excluded
20 practices from Scotland and Northern Ireland or
with incompletely uploaded data.
The derivation cohort contained 2 594 578 patients,

of whom 53 825 had type 1 or type 2 diabetes before
the start of the study and were excluded leaving
2 540 753 patients (1 283 135; 50.50% women) aged
25-79 years. The validation cohort contained
1 261 419 patients aged 25-79, of whom 28 587 had a
previous diagnosis of type 1 or type 2 diabetes leaving
1 232 832 patients (50.49% women).
Overall, we studied 3 773 585 patients contributing

24 079 172 person years, of whom 115 616 patients
(78 081 in the derivation cohort and 37 535 in the vali-
dation cohort) had a new diagnosis of type 2 diabetes
during follow-up. The baseline characteristics of the
validation cohort were very similar to those for the
derivation cohort.

Patterns of missing data

Overall, 22.97% of women and 29.88% of men had
either smoking or body mass index imputed by multi-
ple imputation. Similar figures were observed for men
and women in the validation cohort, where multiple
imputation was also used.

Incidence of diabetes

The age standardised rates of type 2 diabetes for the
white reference group were 4.13 (95% confidence
interval 4.08 to 4.17) per 1000 person years for
women and 5.31 (5.26 to 5.36) per 1000 person years
for men. Age standardised rates were higher for men
and women in every ethnic group compared with the
white reference group, except for Chinese men. The
highest age standardised rates were in South Asians,
and significant differences existed between the South
Asian groups. The rate for Bangladeshi women was
18.20 (12.93 to 23.47) per 1000 person years and that

Adjusted hazard ratios (95% confidence interval) for QDScore in derivation cohort (see fig 1

in full version for graphical representation of interaction terms)

Women Men

White/not recorded 1 1

Indian 1.710 (1.488 to 1.965) 1.929 (1.700 to 2.189)

Pakistani 2.152 (1.839 to 2.517) 2.538 (2.202 to 2.925)

Bangladeshi 4.071(3.242 to 5.112) 4.532 (3.673 to 5.591)

Other Asian 1.264 (0.943 to 1.695) 1.894 (1.492 to 2.404)

Black Caribbean 0.798 (0.695 to 0.915) 0.955 (0.824 to 1.108)

Black African 0.805 (0.661 to 0.979) 1.695 (1.421 to 2.023)

Chinese 1.961 (1.385 to 2.777) 1.414 (0.928 to 2.154)

Other 0.889 (0.738 to 1.07) 1.199 (1.005 to 1.431)

Townsend score (per increase of
1 SD)

1.201 (1.188 to 1.214) 1.140 (1.129 to 1.152)

Family history of diabetes in a first
degree relative

2.358 (2.278 to 2.441) 2.725 (2.638 to 2.815)

Current smoker 1.268 (1.225 to 1.312) 1.249 (1.214 to 1.285)

Treated hypertension 1.787 (1.738 to 1.837) 1.711 (1.665 to 1.759)

Diagnosis of cardiovascular disease 1.458 (1.402 to 1.517) 1.500 (1.455 to 1.546)

Current treatment with
corticosteroids

1.412 (1.339 to 1.489) 1.259 (1.181 to 1.342)

Model also included fractional polynomial terms for age and body mass index and interactions between age

terms and body mass index terms, age terms and family history of diabetes, and age terms and smoking status

(see fig 1 in full version).

RESEARCH

BMJ | 4 APRIL 2009 | VOLUME 338 813



forBangladeshimenwas 19.34 (14.28 to 24.4) per 1000
person years. For Pakistanis, the corresponding rates
per 1000 person years were 11.19 (9.16 to 13.21) for
women and 13.22 (11.24 to 15.21) for men.
We also found a marked difference in the age stan-

dardised incidence rates of type 2 diabetes by depriva-
tion, with a more than twofold difference for women
when comparing the most deprived fifth (6.39 (6.25 to
6.54) per 1000 person years) with themost affluent fifth
(3.00 (2.93 to 3.08) per 1000 person years). A similar,
but less steep gradient was seen for men.

Prevalence of risk factors by ethnicity

Substantial differenceswere evident in the age standar-
dised prevalence of smoking amongmen of Banglade-
shi (46.04%, 95% confidence interval 43.16% to
48.92%), Caribbean (40.45%, 38.99% to 41.91%),
Pakistani (32.82%, 31.29% to 34.35%), white/not
recorded (33.49%, 33.40% to 33.58%), Chinese
(26.63%, 24.23% to 29.03%), Indian (22.71%, 21.60%
to 23.81%), and black African (17.95%, 16.76% to
19.14%) origin. Smoking rates were lower for women
in each ethnic group compared with men but varied
widely between women from different groups.
Treated hypertension was highest among black

Caribbean and black African men and women and
more than twice as high as that for the white reference
group.Recorded family history of diabeteswas highest
among black Caribbean women (32.63%, 31.41% to
33.85%) and Indian men (29.95%, 28.78% to
31.11%), which was more than three times that for the
white reference group who had the lowest rates
(11.32%, 11.27% to 11.38% for women and 8.07%,
8.02% to 8.12% for men).
Bangladeshi men and women had the highest age

standardised mean deprivation scores, followed by
those of black African and black Caribbean origin.
Indians and the white reference group had the lowest
mean deprivation scores.
The highest mean bodymass index was seen among

black African women (age standardised mean 28.44,
28.29 to 28.58) compared with 25.47 (25.46 to 25.48)
for women in the white reference group. The lowest
value was in Chinese women (age standardised mean
22.87, 22.68 to 23.06). Similar patterns were seen for
men across the ethnic groups. Finally, 9.70% (7.76% to
11.65%) of Bangladeshi men had a recorded diagnosis
of cardiovascular disease at baseline, which was more
than twice that for men in the white reference group
(4.54%, 4.50% to 4.57%) and more than four times
that found in Chinese men (2.26%, 1.15% to 3.37%).

Model development

The table shows the results of the Cox regression ana-
lysis for the QDScore. After adjustment for all other
variables in the model, we found significant associa-
tions with risk of type 2 diabetes in both men and
women for age, bodymass index, family history of dia-
betes, smoking status, treated hypertension, use of cor-
ticosteroids, diagnosed cardiovascular disease, social
deprivation, and ethnicity. We therefore included

these variables in the final model and risk prediction
algorithm.
We found significant heterogeneity of risk of type 2

diabetes by ethnic group compared with the white
reference population, having adjusted for age, body
mass index, deprivation, family history of diabetes,
smoking status, treated hypertension, diagnosed
cardiovascular disease, use of corticosteroids, and
diagnosed cardiovascular disease (see bmj.com). For
example, among Bangladeshis, the adjusted hazard
ratio for women was 4.07 (95% confidence interval
3.24 to 5.11) and that for men was 4.53 (3.67 to 5.59).
These were significantly higher than the increased
hazard ratios in Pakistani women and men (2.15, 1.84
to 2.52; and 2.54, 2.20 to 2.93). BothPakistani andBan-
gladeshi men had significantly higher hazard ratios
than Indian men. Black African men and Chinese
women had increased risks compared with the corre-
sponding white reference group. The only groups to
have significantly lower risks than the white reference
group were black African women (0.81, 0.66 to 0.98)
and black Caribbean women (0.80, 0.70 to 0.92).
We identified significant interactions between age

and body mass index, age and family history of dia-
betes, and age and smoking status. We included these
interactions in the final model, and the general direc-
tion of the effects was that bodymass index and family
history of diabetes tended to have a greater impact on
risk of diabetes at younger ages. Smoking had a more
complex relation with age; the risk peaked in middle
age for both men and women.

Calibration and discrimination of QDScore

Validation statistics in the validation dataset show
higher levels of discrimination in the QDScore than
theCambridge risk score (see bmj.com).TheQDScore
also explained a higher proportion of the variation—it
explained 51.53% of the variation in women and
48.16% in men. The corresponding values for the
Cambridge risk score were 45.77% and 41.82%. The
Brier score, however, was slightly lower for the Cam-
bridge risk score in both men and women.
Comparison of the mean predicted scores from the

QDScore with observed risks show close correspon-
dence between predicted and observed 10 year risks
within each model 10th, suggesting that the model
was well calibrated.

Predictions with age, sex, deprivation, and ethnicity

At the 10% threshold, 10.60%ofwomen and 15.06%of
men had a 10% or higher predicted risk of being diag-
nosed as having type 2 diabetes over 10 years. This
varied markedly by age such that 21.43% of women
aged 55-59 and 30.99% of women aged 65-69 had a
10% or greater risk of being diagnosed as having type
2 diabetes over 10 years. The corresponding figures for
men were 33.28% and 44.08%.
Across ethnic group and deprivation, 33.83% of

Bangladeshi women had a 10 year risk of being diag-
nosed as having diabetes of 10% or more compared
with 10.48% of women in the white reference group,
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and 15.03% of women in the most deprived fifth had a
10%or higher risk of developing diabetes over the next
10 years compared with 6.52% of women in the most
affluent fifth. The difference between affluent and
deprived fifths was more marked for women than for
men; the corresponding figures were 15.65% for men
in the most deprived fifth and 13.21% for men in the
most affluent fifth.Overall, almost half (15 545/32 450;
47.9%) of cases of diabetes occurred in the top 10th of
the distribution (risk of ≥10.38%) and almost 70%
(22 476/32 450) occurred in the top fifth (risk of
≥5.98%).

DISCUSSION

The QDScore is the first diabetes prediction algorithm
developed and validated by using routinely collected
data to predict the 10 year risk of developing type 2 dia-
betes. Our final model includes both deprivation and
ethnicity as well as age, sex, smoking, treated hyperten-
sion, body mass index, family history of diabetes, cur-
rent treatment with corticosteroids, and previous
diagnosis of cardiovascular disease. The QDScore does
not require any laboratory testing or clinical measure-
ments and so can be used in many settings.
Simple clinical models using readily available data

can offer similar discrimination tomore complexmod-
els using laboratory data or biomarkers,12 and may
have a further utility in settingswhere clinicalmeasure-
ments are not available or are too costly.22 UK datasets
derived from family practices have the advantage of
having large and representative populations with his-
torical data on many of the key variables known to be
associated with risk of type 2 diabetes tracking back
over a decade

Strengths and weaknesses

Sampling and generalisability
Particular strengths of our study are the use of a large
representative population from a validated database,

our prospective cohort design, and the substantial
numbers of patients in the analysis.We havemodelled
interactions with age and included these in the final
model.
Another important strength of the QDScore is that

all the variables used in the algorithm will either be
known to an individual patient or are collected as
part of routine clinical practice. This means that the
algorithm can be used by patients for self assessment
in a web based calculator (www.qdscore.org). Alterna-
tively, it can be implemented within clinical computer
systems to stratify the practice population for risk on a
continuing basis without the need for manual entry of
data.

Potential sources of misclassification, bias, and
confounding
One limitation of our study is that themain outcome of
type 2 diabetes was not formally validated. However,
other studies of similar databases have shown good
levels of accuracy for common chronic conditions.23

Undiagnosed diabetes is a well recognised problem
and is not specifically considered by our study.
Our study might have been affected by recording

bias if a patient diagnosed as having diabetes was not
recorded as having diabetes on the practice computer
system. Any misclassification bias of the outcome, if
non-differential, would tend to bias the hazard ratio
towards one and reduce discrimination.
Our studymight have been affected by an ascertain-

ment bias caused by differential testing of patients for
diabetes by ethnic group or in those with specific risk
factors. This could lead to increased rates of detection
among patients with specific risk factors. Our hazard
ratios for the risk factors in themodel are generally of a
similar magnitude to those found in other studies
which tested for diabetes in the entire study cohort.24

Validation of risk prediction algorithm

Wevalidated theQDScore in a separate sample of gen-
eral practices from those used to develop the score.
The QDScore has good discrimination and explains
approximately 50% of the total variation in times to
diagnosis of diabetes. An important limitation of our
validation is that the general practices used for the vali-
dation use the same clinical computer system (EMIS)
as those used to derive the algorithm.Nonetheless, our
previous algorithm for cardiovascular disease, devel-
oped with similar methods and the same database,25

has subsequently performed well on another database
containing primary care data.11

Comparison with other diabetes risk scores

Routinely collecteddata fromelectronic primaryhealth-
care records have been used to develop other risk pre-
diction algorithms. For example, data from 531 general
practices was used to develop and validate the QRISK2
cardiovascular disease risk tool, which is being imple-
mented in clinical settings in theUK.2526TheCambridge
diabetes risk score was developed by combining data
from patients from one general practice in Cambridge

WHAT IS ALREADY KNOWN ON THIS TOPIC

Good evidence shows that behavioural or pharmacological interventions can prevent type 2
diabetes in up to two thirds of patients at high risk and that early diagnosis is likely to
improve outcomes

In 2009 the Department of Health will start a major vascular screening programme, which
includes identification and management of patients at high risk of diabetes for preventive
care

No widely accepted and validated risk prediction score takes account of both social
deprivation and ethnicity and can be applied in primary care in the UK

WHAT THIS STUDY ADDS

The QDScore is a new risk prediction algorithm for type 2 diabetes developed in a very large
and unselected family practice derived population, with appropriate weightings for ethnicity
and social deprivation

The final algorithm includes self assigned ethnicity, age, sex, body mass index, smoking
status, family history of diabetes, Townsend deprivation score, treated hypertension,
cardiovascular disease, and current use of corticosteroids

The performance of the QDScore in an independent sample of practices showed good
discrimination and calibration
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with half of the cases of incident diabetes from another
41 practices in a different region of England.
One advantage of the QDScore is the use of a larger

and more representative cohort. Another advantage is
the inclusion of both deprivation and self assigned eth-
nicity, which are independently associated with risk of
incident diabetes; this is likely to help with the prob-
lems identified with the Cambridge risk score in its
performance in ethnically diverse populations.9 The
QDScore explained significantlymore of the variation
and had improved discrimination compared with the
Cambridge risk score.
Other diabetes scores have been developed within

specific ethnic groups, such as Mexican or Japanese
Americans, but we have too few patients in the UK in
these ethnic groups to allow a meaningful comparison
to be made within this analysis. Nonetheless, our
receiver operator curve statistic of 0.85 for women
and 0.83 for men is substantially higher than those in
many studies.8 16 17 27 28

Conclusions

This algorithm to predict risk of type 2 diabetes has the
unique advantage of including both ethnicity and
social deprivation, can be derived without laboratory
measurements, and thus is suitable for use both in clin-
ical settings and for self assessment. The QDScore
could be used to identify patients at high risk of dia-
betes who might benefit from interventions to reduce
their risk.
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Evidence of methodological bias in hospital standardised
mortality ratios: retrospective database study of English
hospitals
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ABSTRACT

Objective To assess the validity of case mix adjustment

methods used to derive standardised mortality ratios for

hospitals, by examining the consistency of relations

between risk factors and mortality across hospitals.

Design Retrospective analysis of routinely collected

hospital data comparing observed deaths with deaths

predicted by the Dr Foster Unit case mix method.

Setting Four acute National Health Service hospitals in

the West Midlands (England) with case mix adjusted

standardised mortality ratios ranging from 88 to 140.

Participants 96948 (April 2005 to March 2006), 126 695

(April 2006 to March 2007), and 62639 (April to October

2007) admissions to the four hospitals.

Main outcome measures Presence of large interaction

effects between case mix variable and hospital in a

logistic regression model indicating non-constant risk

relations, and plausible mechanisms that could give rise

to these effects.

Results Large significant (P≤0.0001) interaction effects

were seenwith several casemix adjustment variables. For

two of these variables—the Charlson (comorbidity) index

and emergency admission—interaction effects could be

explained credibly by differences in clinical coding and

admission practices across hospitals.

Conclusions The Dr Foster Unit hospital standardised

mortality ratio is derived from an internationally adopted/

adapted method, which uses at least two variables (the

Charlsoncomorbidity indexandemergencyadmission) that

are unsafe for casemix adjustment because their inclusion

may actually increase the very bias that case mix

adjustment is intended to reduce. Claims that variations in

hospital standardised mortality ratios from Dr Foster Unit

reflect differences in quality of care are less than credible.

INTRODUCTION

The need tomeasure quality of care in hospitals has led
to publication of league tables of standardised mortal-
ity ratios for hospitals in several countries, including
England, the United States, Canada, the Netherlands,
and Sweden.1-6 These data have been derived with
methods influenced by the seminal work of Jarman et
al,1 and by the subsequent methodological develop-
ments by Dr Foster Unit.7 8 The Dr Foster Unit metho-
dology is used by Dr Foster Intelligence, a former
commercial company that is now a public-private part-
nership, to annually publish standardised mortality
ratios for English hospitals in the national press.
A consistent, albeit controversial,9-11 inference

drawn from the wide variation in published

standardised mortality ratios for hospitals is that this
reflects differences in quality of care.

Case mix adjustment is widely used to overcome
imbalances in patients’ risk factors so that fairer com-
parisons between hospitals can be made. Methods for
case mix adjustment are often criticised because they
can fail to include all the important case mix variables
and do not adequately adjust for a variable because of
measurement error.10 11Moreover,Nicholl pointedout
that case mix adjustment can create biased compari-
sons when underlying relations between casemix vari-
ables and outcome are not the same in all the
comparison groups.12 This phenomenon has been
termed “the constant risk fallacy,” because if the risk
relations are assumed to be constant, but in fact are
not, then casemix adjustmentmaybemoremisleading
than crude comparisons.12 Two key mechanisms can
give rise to non-constant risk relations. The first
mechanism involves differential measurement error
(see box), and the second one involves inconsistent
proxy measures of risk.

The second mechanism can occur even in the
absence of measurement error. Consider emergency
admissions to hospitals. Patients admitted as emergen-
cies are usually regarded as being seriously ill, but if an
individual hospital often admits the “walking
wounded” as emergencies, then the risk associated
with being an emergency admission in that hospital
will be reduced. Variation in this practice across hospi-
tals leads to a non-constant relation between emer-
gency admission and mortality.

A simple way to screen case mix variables for their
susceptibility to non-constant risk relations is to test for
interaction effects between hospital and case mix vari-
ables in a logistic regression model that predicts death
in hospital.12 If a large interaction effect is found, this
indicates a non-constant risk relation. If this is due to
inconsistent measurement practices across hospitals,
or because the covariate genuinely has different rela-
tions with death across hospitals, it will result in a mis-
leading adjustment to standardised mortality ratios.
Alternatively, the interaction could occur if different
levels of the covariate were associated with different
standards of care across hospitals. Unfortunately, no
statistical method exists for differentiating explana-
tions, but they can be explored by seeking a likely
cause for the observed interaction effect.

In this paper we screened the Dr Foster Unit
method,13 for its susceptibility to the constant risk fallacy.
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METHODS

DrFosterUnit casemix adjustmentmethod—TheDrFoster
Unit case mix adjustment method uses data derived
from routinely collected hospital episode statistics on
every inpatient admission in NHS hospitals in
England.13 The standardised mortality ratio is derived
from logistic regressionmodels, which are based on 56
primary diagnosis groups accounting for 80% of hospi-
tal mortality. Covariates for casemix adjustment in the
model are sex, age group, method of admission, depri-
vation, primary diagnosis, emergency admissions in
the previous year, whether the patient was admitted
to a palliative care specialty, and the Charlson (comor-
bidity) index (range 0-6).14

Study hospitals and data sources—This study involves
four hospitals, representing a wide range of the pub-
lished case mix adjusted Dr Foster Unit standardised
mortality ratios (88-143, for the period April 2005-
March 2006). The hospital with the lowest standar-
dised mortality ratio is a large teaching hospital (Uni-
versity Hospital North Staffordshire); those with
higher ratios were one large teaching hospital (Univer-
sity Hospitals Coventry and Warwickshire) and two
medium sized acute hospitals (Mid Staffordshire Hos-
pitals and George Eliot Hospital). Our analyses are
based on data and predictions for the following time
periods: April 2005 to March 2006 (year 1), April

2006 to March 2007 (year 2), and April to October
2007 (part of year 3).
Statistical analyses—The Dr Foster Unit dataset

includes the predicted risk of death for each patient,
which we included as an offset term in a logistic regres-
sion model of in-hospital deaths. To this model we
added terms for each hospital and then interaction
terms for each hospital and case mix variable in turn.
We tested the significance of interactions; we deemed
P values ≤0.01 to be statistically significant.
Selected variables—The following patient level vari-

ables included in the Dr Foster Unit adjustment were
available and tested:Charlson index, age, sex, depriva-
tion, primary diagnosis, emergency admission, and the
number of emergency admissions in the previous year.
We excluded less than 1.5% of all the data because of
missing data. For two prominent case mix variables—
the Charlson index of comorbidity and emergency
admission—we did detective work to seek explana-
tions for the presence of large interaction effects.
Investigation of interaction effects seenwithCharlson index

—We investigated the possibility of systematic under-
coding in the Charlson index. Firstly, we investigated
changes in the depth of clinical coding (number of
ICD-10 codes for secondary diagnoses identified per
admission) over time within the hospitals. Secondly, we
considered that if clinical codingwas similarly accurate in
all hospitals, then differences in the Charlson index
should reflect genuine differences in case mix profiles.
Investigation of interaction effects seen with emergency

admission—The practice of admitting less seriously ill
patients as emergency admissions has been increasingly
used in the NHS to comply with accident and emer-
gency waiting time targets.1516 This potentially leads to
a reduction in the risk ofmortality associatedwith emer-
gency admissions. We examined the magnitude of dif-
ferences in theproportionofemergencyadmissionswith
zero length of stay both within hospitals over time and
betweenhospitals, aswell as the observed risk associated
with zero and non-zero lengths of stay.

RESULTS

The table reports the odds ratios of tests of interactions
for six case mix variables. Two variables (sex and depri-
vation) had no significant interaction with hospitals.
However, the remaining variables had significant inter-
actions. The number of previous emergency admissions
was significant in year 2; the three hospitals with high
standardised mortality ratios had 6% to 10% increases
in odds of death with every additional previous emer-
gency admission over and above the allowance made
in the Dr Foster Unit model. Age had a significant inter-
action in year 2, but the effect was small. Primary diag-
nosis also had significant interactions in all three years
(results not shown).
The Charlson index had significant interaction

effects in year 1 and year 2 but not in year 3. A unit
change in the Charlson index was associated with a
wide range of effect sizes—up to a 7% increase in
odds of death and an 8% reduction in odds of death
over and above that accounted for in the Dr Foster
Unit model. Across the full range of the Charlson

Example of differential measurement error

To illustrate the constant risk fallacy we construct hypothetical hospital mortality data with
a single casemix variable—a comorbidity index (CMI) that takes values 0 to 6. The relation
between in-hospital mortality and CMI value has been modelled for the population,
estimating risks of in-hospital death of 0.02, 0.04, 0.08, 0.14, 0.25, 0.40, and 0.57 in the
seven CMI categories (equivalent to an odds ratio of two for each unit increase in the
index).

Consider two hospitals, A and B, both of which admit 1000 patients a year in each of the
seven CMI categories. Assume that the case mix of the groups of patients and the quality
of care in the two hospitals are identical and that 1500 deaths are observed in both
hospitals. Hospital A correctly codes the comorbidity index, whereas hospital B tends to
under-code, such that in hospital B for each true CMI the following are recorded:

� CMI=0: all are coded as 0

� CMI=1: 50% coded 0, 50% coded 1

� CMI=2: 33% coded 0, 33% coded 1, 33% coded 2

� CMI=3: 25% coded 0, 25% coded 1, 25% coded 2, 25% coded 3

� CMI=4: 20% coded 0, 20% coded 1, 20% coded 2, 20% coded 3, 20% coded 4

� CMI=5: 20% coded 1, 20% coded 2, 20% coded 3, 20% coded 4, 20% coded 5

� CMI=6: 20% coded 2, 20% coded 3, 20% coded 4, 20% coded 5, 20% coded 6.

Rather than observing 1000 patients in each of the seven CMI categories, in hospital B the
numbers instead are 2283, 1483, 1184, 850, 600, 400, and 200. The expected number of
deaths in hospital A is (1000×0.02)+(1000×0.04)+(1000×0.08)+(1000×0.14)
+(1000×0.25)+(1000×0.40)+(1000×0.57)=1500, yielding a standardised mortality ratio
(observed/expected deaths) of 1500/1500=100. The expected number of deaths in
hospital B is (2283×0.02)+(1483×0.04)+(1184×0.08)+(850×0.14)+(600×0.25)
+(400×0.40)+(200×0.57)=743, yielding a standardised mortality ratio of 1500/743=202.

It thus wrongly seems that the mortality in hospital B is twice that in hospital A. Modelling
the data by using logistic regression reveals that whereas the relation between CMI and
mortality in hospital A is the same as in the population (odds ratio=2.0 per category
increase), the relation in hospital B is weaker (odds ratio=1.6 per category increase in
CMI), and the interaction between hospital B and CMI is clinically and statistically
significant (P<0.001).
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index, these correspond to increases in odds of death of
50% or decreases of 39%.
We found significant interactions with being an

emergency admission in all years across all hospitals.
The effect sizes ranged from 38% to 355% increases in
odds of death above those accounted for in the Dr
Foster Unit equation.

Investigation of interaction effects seen with Charlson

index

The 96948 admissions in the four hospitals for 2005/06
had an overall mean Charlson index of 1.17 (median 1,
interquartile range 0-2). The hospital with a low standar-
dised mortality ratio (University Hospital North Staf-
fordshire) had the highest mean Charlson index (1.54),
whereas the three hospitals with high standardised mor-
tality ratios had mean Charlson index values near or
below the median (1) (see bmj.com).
UniversityHospital North Staffordshire had the high-

est mean coding depth and Charlson index in all years;
more importantly, as coding depth increased over the
years in all hospitals, the interaction between the Charl-
son index and hospitals became smaller and statistically
non-significant (table). The percentage of emergency
admissions, readmissions, length of stay, and crudemor-
tality at University Hospital North Staffordshire are at
variance with the view that this hospital treats a system-
atically “sicker” population of patients. The evidence is
therefore inconsistent with the explanation that

differences in the Charlson index reflect genuine differ-
ences in case mix profiles (see bmj.com).

Investigation of interaction effects seen with emergency

admission

The proportion of emergency admissions with zero
length of stay varied between 10.4% and 20.4% across
hospitals. The hospital with the lower case mix
adjusted standardised mortality ratio (University Hos-
pitalNorth Staffordshire) had the highest proportion of
zero stay emergency patients in years 2 and 3 (20.4%
and 17.7%), whereas the hospital with the highest stan-
dardised mortality ratio (George Eliot Hospital) had
the lowest proportion of zero stay emergency patients
in all three years (10.4%, 11.0%, and 12.9%). The large
variations in proportions of emergency/non-emer-
gency patients with zero length of stay indicate that
systematically different admission policies were being
adopted across hospitals (see bmj.com).

DISCUSSION

Our results show that the relation between risk factors
used in case mix adjustment and mortality differed
across the hospitals, leading to the constant risk fallacy.
This phenomenon can increase the very bias that case
mix adjustment is intended to reduce.12 The routine use
of locally collected administrative data for casemix vari-
ables makes this a real concern.12 A serious problem is

Interactions between case mix variables and hospital

Variable and year*

Hospital specific odds ratio† (95% CI)

Likelihood ratio test‡; P valueGEH MSH UHC UHN

Charlson index (per unit increase in Charlson index)

April 2005 to March 2006 1.07 (1.02 to 1.13) 1.06 (1.00 to 1.12) 0.99 (0.96 to 1.02) 1.00 (0.96 to 1.03) χ2=13.10; P=0.01

April 2006 to March 2007 1.02 (0.98 to 1.07) 1.01 (0.95 to 1.07) 0.99 (0.95 to 1.02) 0.92 (0.90 to 0.95) χ2=26.63; P<0.0001

April to October 2007 1.02 (0.95 to 1.09) 0.96 (0.89 to 1.03) 1.00 (0.96 to 1.05) 0.99 (0.95 to 1.03) χ2=1.64; P=0.80

Emergency admission

April 2005 to March 2006 1.68 (1.21 to 2.34) 1.76 (1.23 to 2.52) 1.44 (1.22 to 1.71) 1.79 (1.46 to 2.20) χ2=77.18; P<0.0001

April 2006 to March 2007 2.14 (1.39 to 3.29) 4.55 (2.79 to 7.42) 1.75 (1.46 to 2.11) 3.09 (2.58 to 3.69) χ2=322.66; P<0.0001

April to October 2007 2.68 (1.45 to 4.96) 1.85 (1.16 to 2.95) 1.38 (1.10 to 1.74) 1.45 (1.18 to 1.80) χ2=42.48; P<0.0001

Age (per 10 year age group)

April 2005 to March 2006 1.01 (1.00 to 1.01) 1.00 (1.00 to 1.01) 1.00 (1.00 to 1.01) 1.00 (1.00 to 1.00) χ2=8.11; P=0.09

April 2006 to March 2007 1.00 (1.00 to 1.01) 1.01 (1.00 to 1.01) 1.00 (1.00 to 1.01) 1.01 (1.00 to 1.01) χ2=25.00; P=0.0001

April to October 2007 1.00 (0.99 to 1.01) 1.00 (0.99 to 1.01) 1.00 (1.00 to 1.01) 1.00 (0.99 to 1.00) χ2=3.01; P=0.56

Previous emergency admissions (per extra admission)

April 2005 to March 2006 1.02 (0.96 to 1.10) 1.06 (0.98 to 1.15) 1.01 (0.97 to 1.05) 1.00 (0.95 to 1.05) χ2=3.20; P=0.53

April 2006 to March 2007 1.06 (0.99 to 1.14) 1.10 (1.02 to 1.19) 1.07 (1.03 to 1.12) 0.99 (0.95 to 1.03) χ2=19.61; P=0.0006

April to October 2007 0.92 (0.84 to 1.02) 1.05 (0.95 to 1.16) 1.03 (0.97 to 1.09) 1.00 (0.94 to 1.06) χ2=3.97; P=0.41

Sex

April 2005 to March 2006 1.10 (0.95 to 1.27) 0.91 (0.78 to 1.06) 1.02 (0.92 to 1.13) 0.97 (0.87 to 1.09) χ2=3.23; P=0.52

April 2006 to March 2007 1.02 (0.88 to 1.19) 0.89 (0.76 to 1.05) 1.12 (1.01 to 1.25) 1.03 (0.94 to 1.14) χ2=7.20; P=0.13

April to October 2007 0.99 (0.80 to 1.22) 0.96 (0.78 to 1.19) 1.07 (0.93 to 1.23) 0.90 (0.79 to 1.03) χ2=3.27; P=0.51

Deprivation (per fifth)

April 2005 to March 2006 1.00 (0.95 to 1.05) 1.02 (0.96 to 1.01) 1.00 (0.97 to 1.04) 1.01 (0.97 to 1.04) χ2=0.38; P=0.98

April 2006 to March 2007 1.00 (0.95 to 1.06) 1.02 (0.96 to 1.09) 1.02 (0.96 to 1.09) 0.98 (0.95 to 1.02) χ2=3.01; P=0.56

April to October 2007 0.98 (0.91 to 1.06) 0.94 (0.87 to 1.02) 1.02 (0.97 to 1.07) 1.05 (1.00 to 1.09) χ2=6.79; P=0.15

GEH=George Eliot Hospital; MSH=Mid Staffordshire Hospitals; UHC=University Hospitals Coventry and Warwickshire; UHN=University Hospital North Staffordshire.

*Year three, April to October 2007, is a part year because these were the most recent data available at the time of study.

†For relation between each case mix variable and mortality over and above that accounted for in Dr Foster Unit case mix adjustment equation.

‡Global test for systematic deviation from odds ratio=1 in any hospital; df=4.
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that no statistical fix exists for overcoming the challenges
of variables susceptible to this constant risk fallacy.12

We screened variables for non-constant risk and
found that three of seven—age, sex, and deprivation
—were safe in this respect. However, we found that
emergency admission, the Charlson (comorbidity)
index, primary diagnosis, and the number of emer-
gency admissions in the previous year had clinically
and statistically significant interaction effects. For two
variables, the Charlson index and emergency admis-
sion, we found credible evidence to suggest that the
non-constant risks were caused by systematic differ-
ences in clinical coding and emergency admission
practices across hospitals.
For the Charlson index variable, we showed how the

interaction effects seemed to relate to the number of
ICD-10 codes per admission—that is, depth of clinical
coding.17 We reasoned that as the increased depth of
coding (over time) was accompanied by a decrease in
the interaction effect and as differences in the Charlson
indexdidnot reflect genuinedifferences in casemixpro-
files, we could reasonably conclude that the Charlson
index is prone to the constant risk fallacy largely as a
result of differential measurement error from clinical
coding practices. For the emergency admission variable,
we found strong evidence of systematic differences
acrosshospitals innumbersofpatients admittedas emer-
gencies who were admitted and discharged on the same
day.Thehigher risk usually associatedwith emergencies
would be diluted by the inclusion of zero length of stay
admissions in some hospitals. Thus, we judge these two
variables to be unsafe to use in case mix adjustment
methods. Further research to understand the mechan-
isms behind the other variables with large interactions
is clearly warranted.
Our analyses are based on a subset of hospitals in the

West Midlands, and our study urgently needs to be
replicated with more hospitals. Given the widespread
use of case mix adjusted outcome comparisons in
health care, we urge that all casemix adjustment meth-
ods should screen variables for their susceptibility to
the constant risk fallacy. A similar analysis could be

done within a single hospital to discover which set of
the case mix variables has any systematic relation with
mortality over and above the original adjustments.
Our findings suggest that the current Dr Foster Unit

method is prone to bias and that any claims that varia-
tions in standardised mortality ratios for hospitals
reflect differences in quality of care are less than
credible.8 13 We urge that screening case mix variables
for non-constant risk relations needs to becomean inte-
gral part of validating case mix adjustment methods.
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WHAT IS ALREADY KNOWN ON THIS TOPIC

Case mix adjusted hospital standardised mortality ratios are used around the world in an
effort to measure quality of care

However, valid case mix adjustment requires that the relation between each case mix
variable and mortality is constant across all hospitals (a constant risk relation)

Where this requirement is not met, case mix adjustment may be misleading, sometimes to
the degree that it will actually increase the very bias it is intended to reduce

WHAT THIS STUDY ADDS

Non-constant risk relations exist for several case mix variables used by the Dr Foster Unit to
derive standardised mortality ratios for English hospitals, raising concern about the validity
of the ratios

The cause of the non-constant risk relation for two case mix variables—a comorbidity index
and emergency admission—is credibly explained by differences in clinical coding and
hospitals’ admission practices

Case mix adjustment methods should screen case mix variables for non-constant risk
relations
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Migraines during pregnancy linked to stroke and vascular 
diseases: US population based case-control study
Cheryl D Bushnell,1 Margaret Jamison,2 Andra H James3

diabetes. Key findings from this analysis are shown in 
the table.

Bias, confounding, and other reasons for caution
The results of this study include only women with 
migraines that were active during hospital admis-
sion and listed as the primary or secondary discharge 
diagnosis. Therefore, the population does not include 
women with mild migraines treated as outpatients 
or women with a history of migraines that are qui-
escent during pregnancy. Other reasons for caution 
exist. Firstly, we were unable to separate migraines 
with aura from migraines without aura. Secondly, 
peripartum migraine could have been miscoded or 
inadvertently listed separately in the setting of cer-
ebrovascular complications in which headache is a 
prominent symptom, such as cerebral venous throm-
bosis. Thirdly, the headache of severe pre-eclampsia 
often includes the presence of visual scotomata, which 
could have been confused with migraine. Fourthly, 
we were unable to compare these results in non-
pregnant women because the database was limited 
to pregnancy discharge codes. Fifthly, this study does 
not allow us to establish cause and effect because the 
timing of migraine and onset of the vascular event is 
uncertain. 

Generalisability to other populations
This analysis was done in US hospitals only. Whether 
the results are generalisable to non-US pregnancy dis-
charges is unclear.

Study funding/potential competing interests
The study was funded in part by the National Insti-
tutes of Health. The authors were independent from 
the funders in all aspects of the study design, analysis 
of data, and writing of the manuscript.

Study question What is the prevalence of peripartum 
migraine headache and its associated medical conditions 
and complications during pregnancy?

Summary answer The prevalence of migraine discharge 
codes is low (185 per 100 000 deliveries). However, this 
probably represents only pregnant women with active 
migraine during admission to hospital. Although cause 
and effect still need to be established, active migraine 
during pregnancy could be viewed as a marker of vascular 
diseases, especially ischaemic stroke. 

Participants and setting
Our case-control study was based on the nationwide 
inpatient sample from the Healthcare Cost and Uti-
lization Project, which included a total of 18 345 538 
pregnancy related discharges from US hospitals dur-
ing 2000 to 2003.

Design, size, and duration
We calculated frequencies of discharges with ICD 
codes for migraine for each maternal age group, ethnic 
group, timing of pregnancy related discharge, comor-
bidity, and pregnancy complication. We identified 
jointly associated factors with multivariable logistic 
regression modelling developed from statistically and 
clinically significant common vascular comorbidi-
ties. 

Primary outcome(s), risks, and  exposures
Migraine discharge codes and the jointly associated 
discharge codes for vascular and pregnancy compli-
cations. 

Main results and the role of chance
We found 33 956 migraine discharges, or 185 per 
100 000 deliveries, in this cohort. In the descriptive 
analysis, a strong association existed between migraine 
discharge codes and stroke codes of all types (odds ratio 
15.8, 95% confidence interval 11.1 to 22.5), but espe-
cially ischaemic stroke (30.7, 17.4 to 34.1). Migraine 
discharge codes were also significantly associated with 
codes for myocardial infarction (4.9, 1.7 to 14.2), pul-
monary embolus (3.1, 1.7 to 5.6), deep venous throm-
bosis (2.4, 1.3 to 4.2), thrombophilia (3.6, 2.1 to 6.1), 
diabetes (2.3, 1.9 to 2.7), hypertension (3.6, 3.1 to 4.2), 
cigarette smoking (2.7, 2.4 to 3.1), and pre-eclampsia 
or gestational hypertension (2.3, 2.1 to 2.5). We found 
no association with most non-vascular diagnoses. A 
multivariable logistic regression included age and 
removal of pre-eclampsia diagnoses from records with 
stroke, vascular diagnoses, hypertension, smoking, and 
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LOGISTIC REGRESSION ANALYSIS OF ASSOCIATIONS
WITH MIGRAINE DISCHARGE CODES

*Pre-eclampsia or eclampsia codes excluded from records

Independent variable Odds ratio (95% CI)

Age

Pre-eclampsia

All strokes*

Venous thromboembolism or
  pulmonary embolus*

Acute myocardial infarction
  or heart disease*

Hypertension*

1.03 (1.02 to 1.03)

2.29 (2.13 to 2.46)

15.05 (8.26 to 27.4)

3.23 (2.06 to 7.07)
 

2.11 (1.76 to 2.54)
 

8.61 (6.43 to 11.54)

P value

<0.001

<0.001

<0.001

<0.001
 

<0.001
 

<0.001
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Written informed consent and selection bias in 
observational studies using medical records: systematic 
review
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and non-enrolled patients.  Because these observational 
studies were not specifically designed to study differences 
in consent between participants and non-participants, we 
may have observed statistically significant differences 
across our outcomes of interest simply due to chance.

Study funding/potential competing interests
MEK is funded by a fellowship from the Canadian 
Institutes of Health Research (CIHR Clinical Research 
Initiative). DJC is a research chair of the CIHR. The 
CIHR had no involvement in the conduct of the study 
or preparation of the manuscript.  

Study question Does informed consent for medical record 
use introduce selection bias?  Are there differences in key 
demographic variables between participants and non-
participants in prospective observational studies requiring 
informed consent for medical records access?  What are the 
consent rates in these studies?

Summary answer Significant differences between 
participants and non-participants may threaten the validity 
of results from observational studies requiring consent for 
use of medical records. To ensure that privacy legislation 
does not unduly bias observational studies using medical 
records, research ethics boards must consider carefully the 
need for mandatory consent.

Selection criteria for studies
We searched Embase (1980 to week 13, 2008), Medline 
(1966 to week 3, March, 2008), and the Cochrane Library 
(issue 1, 2008) for English language studies.  We sought 
all studies reporting characteristics of participants and 
non-participants approached for informed consent to 
use their medical records for prospective observational 
studies or registries.  We included studies reporting at 
least one of the following characteristics: age, sex, race, 
education, income, or health status.  

Primary outcome
Comparisons between participants and non-participants 
by age, sex, race, education, income, or health status.

Main results and role of chance
Of 1650 citations, 17 unique studies met our inclusion 
criteria and had analysable data.  Our inter-rater reli-
ability for included studies was 0.84 (95% CI 0.83 to 
0.86). Of 161 604 eligible patients in the 17 studies, 
108 033 (66.9% (95% CI 66.6% to 67.1%)) provided 
active consent for use of their medical records. Consent 
rates for eligible participants varied across the studies 
(36.6% to 92.9%).  By characteristic, we identified 16 
studies reporting age, 14 reporting sex, seven reporting 
income, and six reporting race, education, or health 
status.  Across all outcomes, differences between par-
ticipants and non-participants occurred, but there was a 
lack of consistency in the direction and size of effect.

Bias, confounding, and other reasons for caution
Our review was limited by the published reports—includ-
ing lack of clarity about the sample size and reporting 
standards for screening and consent procedures.  Not all 
studies reported data on our outcomes of interest; authors 
may not have collected data on these outcomes or chose 
to report only significant differences between enrolled 
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Request a waiver of consent from research ethics boards with
  explicit procedures to protect patient confidentiality

If a waiver is not possible then:
  Collect a minimum dataset of key prognostic variables on all
    eligible people identified through screening
  Complete a preliminary analysis comparing participants and
    non-participants on key prognostic variables at
    predetermined times
  Revise the strategy for recruitment as necessary

Educate clinicians, researchers, and research ethics boards
  on conditions under which studies can proceed without
  individual consent

Standardise reporting of methods used to seek informed
  consent

Increase awareness by clinicians and researchers of the
  potential for selection bias from informed consent and
  implications for interpretation of result

SUGGESTED STRATEGIES TO MINIMISE
BIAS FROM INFORMED CONSENT

For Research articles, we routinely post the full version 
only on bmj.com, with open access, and prepare an 
abridged version for publication in the print journal. We 
believe that a well written short version in the print BMJ 
can encourage casual readers to read something they 
might otherwise miss, while the full version on bmj.com 
allows serious readers the detail they need.

To increase readership of research articles in the print 
BMJ and to give authors more control over the abridging, 
we are piloting a new way of abridging research articles 
for the print BMJ—publishing what is essentially an 
evidence abstract called BMJ pico. We hope that you 
will want to take part in this pilot if your research article 
is accepted. This would involve you producing, using a 
template from us, a succinct evidence abstract of your 
own article after acceptance. There is no need to prepare 
a BMJ pico in advance, however—please wait until we 
have offered to publish your article.

BMJ pico: advice to authors
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