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Prognosis and prognostic research:  
validating a prognostic model
Douglas G Altman,1 Yvonne Vergouwe,2 Patrick Royston,3 Karel G M Moons2

Prognostic models are of little clinical value unless they are shown to work in  
other samples. douglas altman and colleagues describe how to validate models  
and discuss some of the problems

Internal validation—A common approach is to split the 
dataset randomly into two parts (often 2:1), develop 
the model using the first portion (often called the 
“training” set), and assess its predictive accuracy on 
the second portion. This approach will tend to give 
optimistic results because the two datasets are very 
similar. Non-random splitting (for example, by centre) 
may be preferable as it reduces the similarity of the 
two sets of patients.1 4 If the available data are limited, 
the model can be developed on the whole dataset and 
techniques of data re-use, such as cross validation and 
bootstrapping, applied to assess performance.1 Inter-
nal validation is helpful, but it cannot provide infor-
mation about the model’s performance elsewhere.
Temporal validation—An alternative is to evaluate the 
performance of a model on subsequent patients from 
the same centre(s).6 10 Temporal validation is no differ-
ent in principle from splitting a single dataset by time. 
There will clearly be many similarities between the 
two sets of patients and between the clinical and labo-
ratory techniques used in evaluating them. However, 
temporal validation is a prospective evaluation of a 
model, independent of the original data and develop-
ment process. Temporal validation can be considered 
external in time and thus intermediate between inter-
nal validation and external validation.
External validation—Neither internal nor temporal vali-
dation examines the generalisability of the model, for 
which it is necessary to use new data collected from 
an appropriate (similar) patient population in a differ-
ent centre. The data can be retrospective data and so 
external validation is possible for prediction models 
that need long follow-up to gather enough outcome 
events. Clearly, the second dataset must include data 
on all the variables in the model. Fundamental design 
issues for external validation, such as sample selection 
and sample size, have received limited attention.11

Comparing predictions with observations
Proper validation requires that we use the fully 
specified existing prognostic model (that is, both the 
selected variables and their coefficients) to predict 

Prognostic models, like the one we developed in the 
previous article in this series,1 yield scores to enable 
the prediction of the risk of future events in individual 
patients or groups and the stratification of patients by 
these risks.2 A good model may allow the reasonably 
reliable classification of patients into risk groups with 
different prognoses. To show that a prognostic model 
is valuable, however, it is not sufficient to show that it 
successfully predicts outcome in the initial development 
data. We need evidence that the model performs well 
for other groups of patients.1 3 In this article, we discuss 
how to evaluate the performance of a prognostic model 
in new data.4 5

Why prognostic models may not predict well
Various statistical or clinical factors may lead a prog-
nostic model to perform poorly when applied to other 
patients.4 6 The model’s predictions may not be repro-
ducible because of deficiencies in the design or model-
ling methods used in the study to derive the model, if 
the model was overfitted, or if an important predictor is 
absent from the model (which may be hard to know).1 
Poor performance in new patients can also arise from 
differences between the setting of patients in the new 
and derivation samples, including differences in health-
care systems, methods of measurement, and patient 
characteristics. We consider those issues in the final 
article in the series.7

design of a validation study
The main ways to assess or validate the performance 
of a prognostic model on a new dataset are to com-
pare observed and predicted event rates for groups of 
patients (calibration) and to quantify the model’s abil-
ity to distinguish between patients who do or do not 
experience the event of interest (discrimination).8 9 A 
model’s performance can be assessed using new data 
from the same source as the derivation sample, but a 
true evaluation of generalisability (also called transport-
ability) requires evaluation on data from elsewhere. We 
consider in turn three increasingly stringent validation 
strategies.4

This article is the third in a series of 
four aiming to provide an accessible 
overview of the principles and 
methods of prognostic research
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be necessary and even moderately performing 
models are likely to do better than clinicians’ own 
 assessments.14 15

case studies
We illustrate the above ideas with four case studies with 
various performance characteristics.

Predicting operative mortality of patients having  
cardiac surgery
The European system for cardiac operative risk evalu-
ation (EuroSCORE) was developed using data from 
eight European countries to predict operative mortality 
of patients having cardiac surgery.16 The score com-
bines nine patient factors and eight cardiac factors; 
it has been successfully validated in other European 
cohorts. Yap and colleagues examined the  performance 
of  EuroSCORE in an Australian cohort that was differ-
ent from the derivation cohort, with a generally higher 
risk of death.17 For example, 41% of the  Australian 
cohort were aged over 70 compared to 27% in the 
European cohort, and there were 15% v 10% with 
recent  myocardial infarction. Yet the observed mortal-
ity in the Australian cohort was consistently much lower 
than that predicted by the EuroSCORE model (table 1). 
Observed  mortality for three risk groups was only half 
the predicted mortality. The calibration of the model in 
these new patients was thus poor, although it retained 
discrimination in the new population.

There are various possible explanations for this 
poor performance including different epidemiology 
of  ischaemic heart disease and differences in access to 
health care. Also, the EuroSCORE model was based on 
data from 1995 and may not reflect current cardiac sur-
gical practice even in Europe. In such a case, however, 
it is easy to recalibrate the original model so that calibra-
tion and predictions become accurate in the new popu-
lation, while preserving discrimination.18 19  However, 
this updated model might require further validation. We 
will discuss this further in the next article.7

Predicting postoperative mortality after colorectal surgery
A prospective study recruited 1421 consecutive patients 
having colorectal surgery for cancer or diverticular dis-
ease from 81 centres in France in 2002.20 A multiple 
logistic regression analysis on a large number of factors 
identified four that were significantly predictive of post-
operative mortality. All were binary, although two (age 

outcomes for the patients in the second dataset and 
then compare these predictions with the patients’ 
actual outcomes. This analysis uses each individual’s 
event probability calculated from their risk score 
from the first model.1

Both calibration and discrimination should be 
evaluated.1 Calibration can be assessed by plotting 
the observed proportions of events against the pre-
dicted probabilities for groups defined by ranges of 
predicted risk, as discussed in the previous article.1 
This plot can be accompanied by the Hosmer-Leme-
show test,12 although the test has limited statistical 
power to assess poor calibration and is oversensitive 
for very large samples. For grouped data, as in the 
examples below, a χ2 test can be used to compare 
observed and predicted numbers of events. It may 
also be helpful to compare observed and predicted 
outcomes in groups defined by key patient variables, 
such as diagnostic or demographic subgroups. Dis-
crimination may be summarised by the c index (area 
under the receiver-operator curve) or R2.1

The figure shows a typical example of a poorly 
calibrated model.13 The line fitting the data is very 
different from the diagonal line representing perfect 
calibration. A slope much smaller than 1 indicates 
that the range of observed risks is much smaller than 
the range of predicted risks. The poor discriminative 
ability of the model was shown by a low c index of 
0.63 (95% confidence interval 0.60 to 0.66) in the 
validation sample compared with 0.75 (0.71 to 0.79) 
in the development sample.13

It may be helpful to prespecify acceptable per-
formance of a model in terms of calibration and 
discrimination. If this performance is achieved, 
the model may be suitable for clinical use. It is, 
however, unclear how to determine what is accept-
able, especially as prognostic assessments will still 

Calibration plot for a scoring system for predicting 
postoperative nausea and vomiting.13 Circles indicate the 
observed frequency of events per tenth of predicted risk, with 
vertical lines representing 95% confidence intervals. The 
solid line shows the relation between observed outcomes and 
predicted risks
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table 1 | Predicted and observed mortality by EuroSCORE risk level 
for Australian patients having coronary artery bypass grafting17

EuroSCORE
No of deaths/
patients 

Observed 
mortality (%) 
(95% CI)

Predicted 
mortality (%) 
(95% CI)

0-2 (low risk) 8/1955 0.41 (0.18 to 
0.80)

1.03 (0.99 to 
1.06)

3-5 (medium 
risk)

17/1996 0.85 (0.50 to 
1.36)

3.90 (3.87 to 
3.94)

≥6 (high risk) 87/1641 5.30 (4.27 to 
6.50)

8.52 (8.39 to 
8.65)

Total 112/5592 2.00 (1.65 to 
2.40)

4.25 (4.16 to 
4.34)



1434   BMJ | 13 June 2009 | VoluMe 338

research methods & reporting

and weight) were originally continuous. The investiga-
tors found that the number of the four factors present 
was a strong predictor of mortality (table 2). 

The model development can be criticised: four vari-
ables were selected from numerous candidates, the 
number of deaths was small, continuous variables were 
dichotomised, and the authors replaced the regression 
model by a simple count of factors present, neglecting 
the relative weights (regression coefficients) of the four 
predictors. Nevertheless, when this risk score was tested 
in a new series of 1049 patients recruited from 41 cen-
tres in 2004,21 the mortality across the score categories 
(a kind of calibration) was similar to that in the original 
study (table 2). Both datasets show a strong risk gradi-
ent with good discrimination, but for one category the 
observed and predicted event probabilities are quite dif-
ferent. This example shows the difficulty of judging how 
well a model validates.

Predicting failure of non-invasive positive  
pressure ventilation
Non-invasive positive pressure ventilation may reduce 
mortality in patients with exacerbation of chronic 
obstructive pulmonary disease, but it fails in some 
patients. A prognostic model was developed to try to 
identify patients at high risk of failure of ventilation, both 
at admission and after two hours. Using data from 1033 
patients admitted to 14 different units, researchers used 
stepwise logistic regression to develop a model compris-
ing four continuous variables (APACHE II score, Glas-
gow coma scale, pH, and respiratory rate) each grouped 
into two or three categories.22 The model for failure after 
two  hours of ventilation had a c index of 0.88. Predicted 
probabilities of events varied widely from 3% to 99% for 
different combinations of variables.

The same researchers validated their model using data 
from an independent sample of 145 patients admitted to 

three units—it is unclear whether these were among the 
original 14 units. The Hosmer-Lemeshow test showed 
no significant difference (P>0.9) between observed and 
expected numbers of failures, and the c index of 0.83 
was similar to that observed in the original sample. The 
high discrimination suggests that the model could help 
decide clinical management of patients. However, the 
size of their validation sample may be inadequate to 
support strong inferences.

Predicting complications of acute cough in  
preschool children
To reduce clinical uncertainty concerning preschool 
children presenting to primary care with acute cough, 
Hay and colleagues  derived a clinical prediction rule 
for complications.23 They used logistic regression to 
examine several potential predictors and produced a 
simple classification using two binary variables (fever 
and chest signs) to create four risk groups. Risk of com-
plications varied from 6% with neither symptom to 40% 
with both (table 3). The c index was 0.68.

Unfortunately, evaluation of the model in a second 
dataset failed to confirm the value of this classification 
(table 3).24 The authors suggested several explanations, 
including the possibility that doctors might preferen-
tially have treated symptomatic patients with antibiot-
ics. It may simply be that the primary data included 
too few children who developed complications to allow 
reliable modelling.

discussion
Validation studies are necessary because performance 
in the original data may well be optimistic,6 but tem-
poral and (especially) external validation studies are 
scarce.25

It seems to be widely believed that the statistical 
significance of predictors in a multivariable model 
shows the usefulness of a prediction model. Also, 
when evaluating a model with new data authors seem 
to want to calculate P values and conclude that the 
validation is satisfactory if there is no significant dif-
ference between, say, observed and predicted event 
rates, for example based on the Hosmer-Lemeshow 
test. Neither view is correct—P values do not provide 
a satisfactory answer. 

Rather, in a validation study we evaluate whether 
the performance of the model on the new data (its 
calibration and, especially, discrimination) matches, 
or comes close to, the performance in the data on 
which it was developed. But even if the performance 
is less good, the model may still be clinically useful.4 
The assessment of usefulness of a model thus requires 
clinical judgment and depends on context.

A model is “a snapshot in place and time, not fun-
damental truth.”26 If the case mix in the validation 
sample differs greatly from that of the derivation 
sample the model may fail, although it may be pos-
sible to improve the model by simple recalibration, 
as in the EuroSCORE example above, or even by 
including new variable(s) that relate to the different 
case mix and are found to be prognostic in the new 

table 2 | Mortality after colorectal surgery in relation to number 
of risk factors present in two cohorts20 21

No of  risk 
factors 

Initial cohort Validation cohort

No of deaths/ 
patients

Mortality (%)
No of 

deaths/
patients

Mortality 
(%)

0 3/580 0.5 2/424 0.5

1 11/557 2.0 6/366 1.6

2 20/223 9.0 11/153 7.2

3 9/56 16.1 22/47 46.8

4 5/10 50.0 7/10 70.0

Total 48/1426 3.3 48/1000 4.8

table 3 | Number (percentage) of preschool children developing 
complications after presenting to primary care with acute cough 
in relation to signs at presentation 

Signs present Initial cohort
Validation 
cohort

Neither sign 10/153 (6) 13/95 (14)

Chest signs only 6/33 (18) 4/29 (14)

Fever only 5/18 (28) 1/11 (9)

Both signs 2/5 (40) 0/8 (0)

Total 23/209 (11) 18/143 (13)
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sample.27 For example, the range of patients’ ages in 
the derivation and validation samples might differ 
markedly, so that age might not be recognised in 
the derivation set as an important prognostic factor. 
In addition, performance of a model may change 
over time and re-evaluation may be indicated after 
some years. We consider these possibilities further 
in the next article.7

Simplicity of models and reliability of measure-
ments are important criteria in developing clinically 
useful prognostic models.2 28 Experience shows that 
more complex models tend to give overoptimis-
tic predictions, especially when extensive variable 
selection has been performed,29 but there are nota-
ble exceptions.

As the aim of most prognostic studies is to create 
clinically valuable risk scores or indexes, the defini-
tion of risk groups should ideally be driven mainly 
by clinical rather than statistical criteria. If a clini-
cian would leave untreated a patient with at least 
a 90% chance of surviving five years, would apply 
aggressive therapy if the prognosis was 30% survival 
or less, and would use standard therapy in inter-
mediate cases, then three prognostic groups seem 
sensible. Validation of the model would investigate 
whether the observed proportions of events were 
similar in groups of patients from other settings and 
whether separation in outcome across those groups 
was maintained.

Few prognostic models are routinely used in clini-
cal practice, probably because most have not been 
externally validated.25 28 To be considered useful, a 
risk score should be clinically credible, accurate (well 
calibrated with good discriminative ability), have 
generality (be externally validated), and, ideally, be 
shown to be clinically effective—that is, provide use-
ful additional information to clinicians that improves 
therapeutic decision making and thus patient out-
come.25 28 It is crucial to quantify the performance of 
a prognostic model on a new series of patients, ideally 
in a different location, before applying the model in 
daily practice to guide patient care. Although still rare, 
temporal and external validation studies do seem to 
be becoming more  common.
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summary points
Unvalidated models should not be used in clinical practice
When validating a prognostic model, calibration and 
discrimination should be evaluated
Validation should be done on a different data from that 
used to develop the model, preferably from patients in 
other centres
Models may not perform well in practice because of 
deficiencies in the development methods or because the 
new sample is too different from the original


