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When I began my career in medical statistics, back in 
1972, little was heard of power calculations. In major 
journals, sample size often seemed to be whatever 
came to hand. For example, in September 1972, the 
Lancet contained 31 research reports that used indi-
vidual subject data, excluding case reports and animal 
studies. The median sample size was 33 (quartiles 12 
and 85). In the same month the BMJ had 30 reports of 
the same type, with median sample size 37 (quartiles 
12 and 158). None of these publications explained 
the choice of sample size, other than it being what 
was available. Indeed, statistical considerations were 
almost entirely lacking from the methods sections of 
these papers. 

Compare the research papers of September 1972 
with those in the same journals in September 2007, 35 
years later. In the Lancet, there were 14 such research 
reports, with median sample size 3116 (quartiles 1246 
and 5584), two orders of magnitude greater than in 
1972. In September 2007, the BMJ carried 12 such 
research reports, with median sample size 3104 
(quartiles 236 and 23 351). Power calculations were 
reported for four of the Lancet papers and five of the 
BMJ papers.

The patterns in the two journals are strikingly simi-
lar. For each journal, sample sizes increased almost a 
100-fold, the proportion of papers reporting power 
calculations increased from none to one third, and the 
number of studies of individual participants was less 
than half that in 1972. The difference in the number of 
reports is not because of the number of issues; in both 
years, September was a five issue month. I suggest that 

the changes in sample size result from the adoption of 
power calculations.

power calculations
In the past there were problems arising from what 
now seem to be very small sample sizes. Studies were 
typically analysed using significance tests, and dif-
ferences were often not significant. What does “not 
significant” mean? It means that we have not found 
evidence against the null hypothesis—for example, that 
there is no evidence for a difference between two types 
of treatments. This was often misinterpreted as mean-
ing that there was no difference. Potentially valuable 
treatments were being rejected and potentially harm-
ful ones were not being replaced. I recall Richard Peto 
presenting a (never published) study of expert opinion 
on three approaches to the treatment of myocardial 
infarction, as expressed in leading articles in the New 
England Journal of Medicine and the Lancet, and contrast-
ing this with the exactly opposite conclusions that he 
had drawn from a systematic review and meta-analysis 
of all published randomised trials in these areas.

Acknowledgment of the problems with small sam-
ples led to changes. One of these was the advance 
calculation of sample size to try to ensure that a study 
would answer its question. The method that has been 
almost universally adopted reflects the significance 
level approach to analysis, the so called power calcu-
lation. (In practice, power is seldom calculated, though 
it is used. It is chosen by the researchers in advance, 
usually to be 0.90 or 0.80.)

The idea of statistical power is deceptively simple. 
We are going to do a study where we will evaluate the 
evidence using a significance test. We decide what the 
outcome variable is going to be and what the compari-
son is going to be. For example, the outcome variable 
might be systolic blood pressure and the comparison 
would be between mean blood pressure in two groups. 
We then decide what the test of significance would be, 
such as a two sample t test comparing mean systolic 
pressure. We decide how big a difference we want the 
study to detect—that is, how big a difference it would 
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summary points
Most medical research studies have sample sizes justified 
by power calculations
Power calculations are based on significance tests
Many journals require results to be presented with 
confidence intervals
Sample size calculations should be based on the width of a 
confidence interval, not power
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path, which is to decide how many participants they 
can recruit, find the difference that can be detected 
with this sample, then claim that difference to be the 
one they want to find. Researchers who do this seldom 
describe the process in their grant applications.

In a clinical trial, we usually have more than one 
outcome variable of interest. If we analyse the trial 
using significance tests, we may carry out a large 
number of tests comparing the treatment groups for all 
these variables. Should we do a power calculation for 
each of them? If we test several variables, even if the 
treatments are identical the chance that at least one 
test will be significant is much higher than the nominal 
0.05. To avoid this multiple testing problem, we usu-
ally identify a primary outcome variable. We need to 
identify this for the power calculation to design the 
study. Researchers often don’t seem to appreciate the 
importance of the primary outcome variable. They 
change it after the study has begun, perhaps after they 
have seen the results of the preliminary analysis, and 
in many cases the original choice is not reported at 
all.3 4 This makes the reported P values invalid, over-
optimistic, and potentially misleading.

Power calculations led to the call for large, simple 
trials,5 6 the first being ISIS-1.7 This was spectacularly 
successful.8 It probably explains the 100-fold increase 
in sample size from 1972 to 2007.

confidence intervals
Another reaction to the problems of small samples and 
of significance tests producing non-significant differ-
ences was the movement to present results in the form 
of confidence intervals, or bayesian credible intervals, 
rather than P values.9 10 This was motivated by the dif-
ficulties of interpreting significance tests, particularly 
when the result was not significant. Interval estimates 
for differences were seen as the best way to present the 
results for most types of study, particularly clinical trials, 
and significance tests were to be used only when an esti-
mate was difficult or impossible. (In some situations, of 
course, a significance test is the better approach—when 
the question is primarily, “Is there any evidence?” and 
no meaningful estimate can be obtained.) 

Many major medical journals changed their instruc-
tions to authors to say that confidence intervals would 
be the preferred or even required method of presenta-
tion. This was later endorsed by the wide acceptance 
of the CONSORT statement on the presentation of 
clinical trials.11 12 We insist on interval estimates and 
rightly so.

If we ask researchers to present their results as confi-
dence intervals rather than significance tests, I think we 
should also ask them to base sample size calculations 
on confidence intervals. It is inconsistent to say that we 
insist on the analysis using confidence intervals but that 
the sample size should be decided using significance 
tests.

This is not difficult to do. For example, the Interna-
tional Carotid Stenting Study (ICSS)13 compared the 
risk of stroke after angioplasty and stenting with that 
after surgical resection of the atheromatous plaque 

be worth knowing about. For a two sample t test of 
mean systolic pressure, this could be the difference in 
mean pressure that would lead us to adopt the new 
treatment. We then choose a sample size so that if this 
difference were the actual difference in the population, 
a large proportion of possible samples would produce 
a statistically significant difference. This proportion is 
the power. 

Statistical formulas to determine power for different 
significance tests are incorporated in many computer 
programs, both specialist sample size software and 
some general statistical packages. For many of these 
calculations we need to supply some other information 
about the outcome variable. For mean blood pressure, 
we would also require the standard deviation of blood 
pressure measurements in the population we wish to 
study. To compare two proportions, we would need to 
supply the expected proportion in one of the groups 
in addition to the difference between them.

There are problems with power calculations, how-
ever, even for simple studies. To do them, we require 
some knowledge of the research area. For example, 
if we wish to compare two means, we need an idea of 
the variability of the quantity being measured, such as 
its standard deviation; if we wish to compare two pro-
portions, we need an estimate of the proportion in the 
control group. We might reasonably expect research-
ers to have this knowledge, but it is surprising how 
often they do not. We are then reduced to saying that 
we could hope to detect a difference of some specified 
fraction of a standard deviation. Cohen1 has dignified 
this by the name “effect size,” but the name is often a 
cloak for ignorance.

If we know enough about our research area to 
quote expected standard deviations, proportions, or 
median survival times, we then come to a more intrac-
table problem: the guesswork as to the effect sought. 
Inexperienced researchers often answer the question, 
“How big a difference do you want to able to detect?” 
with, “Any difference at all.” But no sample is so large 
that it has a good chance of detecting the smallest 
conceivable difference. 

One recommended approach is to choose a differ-
ence that would be clinically important—one large 
enough to change treatment policy. In the Venus II 
trial of the effect of larval therapy on healing of venous 
leg ulcers, researchers determined the clinically impor-
tant difference in healing time by asking patients what 
mattered to them.2 This is unusual, however, and more 
often the difference sought is the researchers’ idea. An 
alternative is to say how big a difference the researchers 
think that the treatment will produce. Researchers are 
often wildly optimistic, and funding committees often 
shake their heads over the implausibility of treatment 
changes reducing mortality by 50% or more. 

Statisticians consulted for power calculations might 
respond to the lack of a soundly based target difference 
by giving a range of sample sizes and the differences 
that each might detect for the researchers to ponder at 
leisure, but this only puts off the decision. Research-
ers might use this to follow an even less satisfactory 
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causing stenosis of carotid arteries. We expected that 
angioplasty would have a similar effect to surgery on 
risk reduction. The primary outcome variable was to be 
long term survival free of disabling stroke.  There was 
to be an additional safety outcome of death, stroke, or 
myocardial infarction within 30 days and a comparison 
of cost. I calculated sample size based on an earlier 
study that reported a three year rate for ipsilateral stroke 
lasting more than seven days of 14%.14 The one year 
rate was 11%, so most events were within the first year. 
There was little difference between the treatment arms. 
The width of the confidence interval for the difference 
between two similar percentages is given by observed 
difference ±1.96√(2p(100−p)/n), where n is the number 
in each group and p is the percentage expected to expe-
rience the event. If we put p=14%, we can calculate the 
confidence interval for different sample sizes (table). 
Similar calculations were done for other dichotomous 
outcomes. For health economic measures, the differ-
ence is best measured in terms of standard deviations. 
The width of the confidence interval is expected to be 
the observed difference ±1.96σ√(2p/n), where n is the 
number in each treatment group and σ is the standard 
deviation of the economic indicator (table).

These calculations were subsequently amended 
slightly as outcome definitions were modified. This is 
the sample size account in the protocol:

The planned sample size is 1500. We do not 
anticipate any large difference in the principal 
outcome between surgery and stenting. We 
propose to estimate this difference and present 
a confidence interval for difference in 30-day 
death, stroke or myocardial infarction and for 
3-year survival free of disabling stroke or death. 
For 1500 patients, the 95% confidence interval 
will be the observed difference ±3.0 percentage 
points for the outcome measure of 30-day stroke, 
myocardial infarction and death rate and ±3.3 
percentage points for the outcome measure 
of death or disabling stroke over 3 years of 
follow-up. However, the trial will have the power 
to detect major differences in the risks of the two 
procedures, for example if stenting proves to be 
much more risky than surgery or associated with 
more symptomatic restenosis. The differences 
detectable with a power of 80% are 4.7 percentage 
points for 30-day outcome and 5.1 percentage 
points for survival free of disabling stroke. 
Similar differences are detectable for secondary 
outcomes.13

Despite my best attempts, we could not exclude 
power calculations completely. However, the main 
sample size calculation was based on a confidence 
interval, and the study was funded.

Base sample sizes on estimation
I propose that we estimate the sample size required 
for clinical trials or other comparative studies by giv-
ing estimates of the likely width of the confidence 
interval for a set of outcome variables. This does not 
mean that we would not need to think about sam-
ple size; we would still have to decide whether the 
confidence interval was narrow enough to be worth 
obtaining. It does mean that we would no longer 
have to choose a primary outcome variable, a prac-
tice which, as noted above, is widely abused. It would 
have real advantages in large trials that include both 
clinical and economic assessment.

Power calculations have been useful. They have 
forced researchers to think about sample size and 
the likely outcome of the planned study. They have 
been instrumental in increasing sample sizes to levels 
where studies can provide much more useful infor-
mation. But they have many problems, and I think it 
is time to leave them behind in favour of something 
better.
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Sample size calculations for International Carotid Stenting Study

Total sample size

Width of 95% confidence interval
For estimating difference 

between two proportions having 
an event that is expected to occur 
in 14% of participants (% points)

For estimating difference 
between two means of a 

quantitative variable (SD)
500 ±6.1 ±0.18
1000 ±4.3 ±0.12
1500 ±3.5 ±0.10
2000 ±3.0 ±0.09


